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Abstract

I review current approaches to structure from motion (SFM) and suggest a framework for designing new algorithms. The discussion focuses on reconstruction rather than on correspondence and on algorithms reconstructing from many images. I argue that it is important to base experiments and the design of algorithms on theoretical analyses of algorithm behavior and on an understanding of the intrinsic, algorithm–independent properties of SFM optimal estimation. I propose new theoretical analyses as examples, which suggest a range of experimental questions about current algorithms as well as new types of algorithms. The paper begins with a review of several of the important multi–image–based approaches to SFM, including optimization, fusing (e.g., Kalman filtering), projective methods, and invariant–based algorithms. I suggest that optimization by means of general minimization techniques needs to be supplemented by a theoretical understanding of the SFM least–squares error surface. I argue that fusing approaches are essentially no more robust than algorithms reconstructing from a small number of images and advocate experiments to determine the limitations of fusing. I also propose that fusing may be one of the best reconstruction strategies in situations where few–image algorithms give reasonable results, and suggest that an experimental understanding of the properties of few–image algorithms is important for designing good fusing methods. I emphasize the advantages of an approach based on fusing image–pair reconstructions. With regard to the projective approach, I argue that its trade–off of simplicity versus accuracy/robustness needs more careful experimental examination, and I advocate more research on the effects of calibration error on Euclidean reconstruction. I point out the relative lack of research on adapting Euclidean approaches to deal with incomplete knowledge of the calibration. I argue that invariant–based algorithms could be more nonrobust and inaccurate, and not necessarily much faster, than an approach fusing two–image optimizations. Based on recent results showing that two–image reconstructions are nearly as accurate as multi–image ones, I suggest that the authors of invariants methods conduct careful comparisons of their algorithms to two–image–based results. The remainder of the paper discusses the issues involved in designing a generally applicable SFM algorithm. I argue that current SFM algorithms perform well only in restricted domains, and that different types of algorithms do well on quite different types of sequences. I present examples of three domains which are important in applications and describe three types of algorithms, each of which performs well in just one of the three domains. I advocate testing current algorithms on a wider variety of sequences to determine their limits of applicability. More generally, I propose that SFM is a messy problem and that it could require a flexible ‘intermediate–level’ system incorporating a variety of different algorithms and sophisticated decision rules for combining them. The paper concludes with a general discussion of experiments, pointing out that real–image experiments are not always the best means of evaluating reconstruction algorithms. Keywords: Structure from motion, multi–frame structure from motion, projective methods, invariants, self–calibration, fusing, Kalman filtering, optimization, trilinear reconstruction, Bayesian methods, experimental evaluation.
1 Introduction: Purpose and Philosophy of this Paper

Structure from motion (SFM) has been the central problem of computer vision for over 15 years, with more papers devoted to it than to any other area. Relative to this intense interest, researchers have put little effort into theoretical analyses of algorithm behavior. Yet such analyses are important not only for understanding algorithms' properties, but also for conducting good experiments and for developing the best algorithms. Though neglecting theory was appropriate in the early days when researchers were searching for algorithms, the field has matured, and it is time to use more care in defining new algorithms and in evaluating existing ones. This paper redresses the gap in the literature by sketching some preliminary theoretical analyses of algorithm behavior.

The remainder of this introduction illustrates some of my arguments with examples. More background on the examples appears in the body of the paper, and the reader may want to return to them after reading it.

Theory–Based Experiments Most SFM papers neglect to propose a theoretical context for understanding their experiments. They show only that an algorithm performs reasonably on a small, select set of sequences, with no analysis of such questions as:

- How intrinsically easy are the test sequences? Would any algorithm give good results on them?
- What other algorithms would also do well on these sequences and should be run for comparison?
- What type of sequence would give a truly stringent test of the algorithm, displaying its advantages over others?

Without answers to questions like these, it is impossible to tell how effective an algorithm really is. One cannot answer them purely by experiments. Some theoretical framework is needed, both for interpreting the results of the experiments and for deciding which experiments are important to do. One of the main goals of this paper is to convince the reader that theoretical analysis is a crucial part of experimentation.

This reminder is needed since many experiments that theory suggests are important have not been performed. For example, multi–image invariant–based algorithms such as [81][82][30][28] do not exploit the image data optimally, and the theoretical arguments in this paper suggest that they might exploit it poorly. Even without this suggestion, it is natural to ask whether these approaches are better than two–image algorithms (or combinations of them), which do use the image data optimally or nearly–optimally [63][64][111][67]. Does the additional data used by the multi–image algorithms compensate for their imperfect exploitation of the data? Amazingly, the answer to this question is still unknown.

Another example: despite the enormous amount of work on developing projective algorithms, we still do not know when the projective approach is the right tool for its main task of dealing with calibration uncertainty. The projective approach assumes zero knowledge of the calibration. In practice, one invariably has some knowledge about it, and it is natural to ask when assuming complete ignorance is the best strategy for dealing with a partial uncertainty. To answer this, one thing we need to know is whether the calibration uncertainty is large enough in practice to justify assuming that it is total, where “largeness” is measured by its effect on the goal of reconstructing. That is, we need to understand how calibration error affects reconstruction. Amazingly, there are still no thorough experimental studies of this important question.¹ There are hints that the answers might be interesting and have algorithmic consequences. Calibration errors often appear to cause small distortions in a reconstruction,

¹[93][94] [55] present initial studies.
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or distortions mainly in a few parameters, which suggests that it might be straightforward to isolate and account for these effects by adapting an Euclidean approach. Only experiments can determine when projective methods deal better with partial calibration uncertainty than an adapted Euclidean approach.

To illustrate theory's role in guiding experimentation, this paper theoretically analyzes several current SFM algorithms. I recognize that these analyses require experimental confirmation: I propose them to suggest experimental questions, and to underline the theoretically important experiments that researchers have neglected. If others disagree with my analyses, I welcome them to examine them experimentally—that is what they are for—and to develop alternative analyses for grounding experiment.

Though I do want to illustrate how theory raises questions about current algorithms, it is not the purpose of this paper, nor my responsibility, to experimentally evaluate algorithms developed by others. But, after completing the first version of this paper, I did carry out experiments with V. Govindu to illustrate the type of studies I am calling for [67][64][72]. For example, [64][72] studied my claim that projective reconstruction is less accurate than Euclidean reconstruction and experimentally demonstrated situations in which this matters. [67] studied the relative accuracies of two-image and multi-image algorithms, showing that two-image reconstructions were nearly as accurate as optimal 15-image ones if one analyzed the results with an appropriate theoretical understanding of the basis—relief ambiguity. Recently, I have found that the Sturm/Triggs algorithm [96][6][40] works well for complex camera motions but often fails when the camera moves along a line [114]. This reinforces my point that any one SFM algorithm is unlikely to perform well in all situations, and that it is important to analyze and delimit experimentally the situations in which an algorithm fails.

**Phenomenology** I advocate a particular kind of theoretical analysis in this paper—what I call a *phenomenological* analysis. Of course, some theoretical work on algorithm behavior already exists, mostly in the form of first-order error-sensitivity analyses [49]. Phenomenology differs from this. I use the term to mean an attempt at modeling the behavior of a 'natural' phenomenon that is neither purely theoretical nor purely experimental but, necessarily, some combination of both.

One simple example of a phenomenological principle is the basis—relief ambiguity [9][67][97] [18][50][1]. One can prove this ambiguity rigorously in the limit case of an infinitely small scene and two images. One can also derive first-order estimates indicating that the error sensitivity associated with this ambiguity persists over a reasonable range of conditions. But, to show that it occurs in most practical situations, one needs experiments. (Without the theory, one might not have noticed the trend in the experimental results). Similarly, Jepson/Hüger [46] and Maybank [58] rigorously analyze this ambiguity and the shape of the least-squares error surface in the limit of zero field of view, and showing that their results have practical importance requires experiments.

Less familiar is the 'principle,' which I argue for in Section 3, that the optimal least-squares reconstruction has a complex, nonlinear dependence on the data when the image sequence has large baselines. Though this 'principle' is vague, it has the important implication that simplified algorithms may have trouble capturing this dependence. For instance, it suggests that trilinear algorithms [82][30][28][90] might give far from optimal results, worse perhaps than the results of fusing optimal two-image reconstructions. (I am not claiming that the trilinear approach must have this problem, only that the 'principle' raises concerns that the authors of this approach should address experimentally.)

This 'principle' illustrates that an intuition's value for guiding experiments can greatly exceed the precision and depth of its mathematical expression. The mathematical kernels of this 'principle' are the statements that a least-squares reconstruction is the solution to a complex system of polynomial
equations and that such systems generically have very complicated dependence on the data.\textsuperscript{2} For comparing trilinear and least-squares reconstructions, one should add a rigorous result stating that the variety of trilinear reconstructions differs from, and is in some sense less complex than, that of least-squares reconstructions. However, the detailed form and proofs of these mathematical statements don't matter, since their implications are too imprecise to be useful. What is important is the suggestion that a trilinear reconstruction differs generically from the optimal one, because it suggests that one should investigate experimentally how much these differ in practice.

More recent phenomenological analyses show the existence of a significant new local minimum of the least-squares error surface [13][64][83][86][84] and demonstrate that many shallow local minima occur for near-forward translations. The theoretical parts of these analyses were important for understanding when the local minima occur. A different type of phenomenology is the analysis of image statistics. For instance, there has much interest in developing a phenomenological characterization of texture. The body of this paper proposes other principles on which one could base phenomenological investigations.

I believe that phenomenological analysis is generally useful for vision, and I intend my discussion of SFM reconstruction to illustrate this. For example, correspondence algorithms would benefit from a better understanding of how intensities vary between different images of the same scene. Work on object recognition would gain from more study of the only working recognition systems that exist (us). Work on shading has benefited from the development of theoretical models of surface reflectance and the classification of observed reflectances using these models [17]. I do not claim that phenomenology is a cure-all. Some problems are too complex to be studied phenomenologically, and the best one may be able to do for them is use a learning algorithm to capture some of their aspects automatically. However, one cannot know that phenomenology is inappropriate without first attempting it.

One should not be suspicious of phenomenology because it incorporates experiments and is not fully rigorous. Phenomenology is common throughout science; in fact, most scientific theory consists of it. Even in the 'exact' sciences such as physics, there is very little that one can predict rigorously. The basic equations and phenomena are too complex to be fully understood—the theories largely consist of intuitions about the implications of the equations that are independent of the equations themselves. Experiments and theory combine to make these intuitions convincing. Theoretical support for an intuition might come, for example, from a rigorous analysis of simplified equations (a toy model). Some statements from scientific theory do little more than codify descriptions of observed phenomena in abstract language. The principle of universality, which is basic to condensed matter physics, has not been proven except in a few simple cases; essentially, this principle encapsulates an observed fact about most physical systems.

**Algorithm Design** I also intend this paper to illustrate that a phenomenological analysis is useful for designing algorithms. I do not intend to claim that current algorithms must work badly, or that the approach I propose is the best. I do wish to show how an understanding of the intrinsic properties of SFM estimation suggests algorithmic strategies, and to motivate others to think about exploiting phenomenology to improve their own algorithms. Too many algorithms in the literature were derived by a formal manipulation of equations, with no thought for how the resulting algorithms were likely to behave. Instead, I suggest designing algorithms with the goal of coming as close as possible to a proof that they perform well over some domain. One should understand the performance of an algorithm to have confidence in it.

The clearest example of how theoretical understanding produces better algorithms is the theory of local minima. Local minima and flat regions of the error surface are the two crucial problems that

\textsuperscript{2}Another, nonrigorous ingredient of the 'principle' is the observation that there is no obvious linearization to apply for large motions. Thus, the natural expectation is that SFM has a fully nonlinear and generic behavior for such motions.
confront any SFM reconstruction algorithm. If one can determine theoretically where the local minima occur, then one can adapt algorithms to avoid them. [64][65] give examples of such theoretical analyses and algorithms.

A better understanding of how the optimal least–squares reconstruction depends on the number of images in a sequence would help in designing multi–image fusing algorithms (Section 2.2). It would determine how many images an algorithm should use to produce each of the intermediate reconstructions that it later combines into a final result—and, especially, how this number should depend on the conditions of the sequence and the number of images already fused.

Last, understanding the situations in which an algorithm can get away with an approximation or simplifying assumption can lead to simpler, more effective, and more robust algorithms for these situations. Some familiar examples of useful approximations include the strategies of approximating the 3D scene as planar [78][43][51][77] or compact [102]. Abandoning all calibration information as in the projective approach³ often gives a useful simplification.

Reconstruction and Correspondence This paper focuses on the reconstruction problem of SFM, that is, the problem of recovering the 3D scene and motion given known correspondences. This is not because I believe that the correspondence problem is unimportant or that the best approach is to first compute correspondences and then reconstruct. For many SFM applications, correspondence is the critical problem, and the best approach may be a direct algorithm [26][22][24][23][25][42] that reconstructs from the data itself, for instance the normal flow, rather than from computed correspondences. However, reconstruction is a major subproblem in its own right, as the vast amount of research on it emphasizes (recent examples include [104][59]). Reconstructing from known correspondences will clearly remain a crucial problem for some applications. It is also likely that understanding this subproblem will help in understanding and designing direct algorithms. (For example, [67] describes a reconstruction algorithm that extends to a direct one [61].) Finally, one can clearly achieve a deeper theoretical understanding of the reconstruction subproblem than of the full problem including correspondence. This subproblem more clearly highlights the importance of phenomenological analysis, and one of this paper's main goals is to stress the value of phenomenology.

Mathematics and Phenomenology This paper contains few equations. This is partly for pedagogical reasons, but I also intend to emphasize that mathematics forms just a part of a useful SFM phenomenology. Though it would be possible to convert the theoretical principles proposed in this paper into rigorous mathematical statements, this would rarely be helpful. For example, the rigorous consequences of the 'principle' discussed earlier are so specialized as to be useless. In other cases, as with the bas–relief ambiguity, making a principle rigorous would just amount to specifying enough conditions on the motion sequence so that one could get a proof. But the precise conditions one imposes for a proof are often unimportant and somewhat arbitrary; what matters is how widely the principle applies in practice. If one can come up with the basic intuitions behind a principle and verify their usefulness by experiment, there is little point in formalizing them into a proof for some restrictive and unrealistic limit if the proof is trivial and gives no new insight. Theory supported by experiments, but not strict proof, is usually key.

Also, the mathematics of SFM phenomenology is not sophisticated. By avoiding mathematical notation, I avoid suggesting that the mathematics is deeper than it really is, I highlight the intuitions that underlie the phenomenology rather than hiding them behind the equations, and I emphasize that a phenomenology based on experiment as well as theory is no less valuable or precise simply because

³This is equivalent to loosening the orthogonality requirement on the rotations in the Euclidean approach. See Sections 2.3.5 and 2.3.7.
it is not wholly mathematical. The SFM field appears to have a bias against theoretical analyses that are not superficially mathematical (and vice versa), and I wish to counter this.

Last, SFM researchers do sometimes confuse mathematics with phenomenology, and I avoid mathematics in this paper to emphasize the separation of the two. For instance, [107][20] show that there are no new projective invariants depending on more than four images. Researchers sometimes assume that this result implies that there exist no invariants-type algorithms exploiting more than 4 images. This is false: one can always derive polynomial constraints on the image data for arbitrary numbers of images and solve for the coefficients of the polynomial constraints using all image data.

**Engineering, Science, and Mathematics** This paper advocates a scientific approach to SFM: the use of theory to guide experiments, and the basing of algorithms on an analysis of the intrinsic properties of SFM optimal estimation. I am not claiming that such an approach is the best or only one. It is possible that even a crude engineering approach, in which one invents algorithms by shuffling, combining, and importing mathematical tools, rather than studying the basic phenomena, and tests algorithms by examining how they work in a few cases of interest, could be good enough. If researchers had invented the perfect algorithm, or at least one with performance clearly good enough for practical applications, there would be no need for careful, theory-based experimentation. Or if SFM were too complex to repay scientific study, kludging algorithm components together engineering-style might be the only possible approach.

However, so far only the Tomasi/Kanade algorithm [102] has emerged as an obviously superior algorithm, for a restricted domain. It is time to start evaluating claims for algorithms with more care, based on responsible, theoretically founded experiments, and to think harder about SFM itself in designing algorithms.

On the other pole is mathematical, especially algebraic, analysis. One can justify mathematical research in SFM either because it leads to good new algorithms and practical insights or, sometimes, for its intrinsic interest as mathematics. It is not appreciated enough that scientific understanding has intrinsic value, just as mathematical insight does. For example, researchers sometimes discount the value of a new algorithm because a (partly) effective algorithm already exists for the same purpose. However, if there is little understanding of why or how the old algorithm works (and no guarantee that it will work well in all new situations!), and if the new approach can be derived from fundamental principles and embodies a deeper understanding than the old, then the new approach has value even if it makes no practical contribution—and of course it could have practical impact in the future.

Unfortunately, the engineering, scientific, and mathematical cultures within vision are too often intolerant or uncomprehending of the aims of the others. It is difficult to guess in advance which of these approaches will result in the most progress; researchers should pursue all three.

### 1.1 Outline of the Paper

In the rest of this paper, I review and discuss the main current SFM approaches according to the criteria of speed, accuracy, robustness, and reliability. An accurate algorithm typically reconstructs with small errors; a robust algorithm tends to avoid gross mistakes, and a reliable or trustworthy algorithm signals whenever it is liable to make a large mistake. Since no algorithm is perfectly robust, reliability is an important desideratum. Many current algorithms are not reliable.

Section 2 of the paper discusses optimization, Kalman filtering and fusing, projective methods, and invariant-based algorithms according to these criteria, pointing out unanswered experimental questions. Section 3 proposes new strategies for algorithm design, Section 4 briefly discusses the experimental evaluation of SFM algorithms, and Section 5 concludes. Section 6 cites some recent experimental results that bear on my arguments in this paper.
I focus on multi-image SFM algorithms (MISFM) [88], since two-image algorithms are relatively well understood, and since getting a robust reconstruction does sometimes require more than two images [67].

2 Review of MISFM Algorithms

2.1 Optimization

An optimization approach defines the “optimal” reconstruction as that minimizing an error function such as the least-squares image error.\(^4\) Algorithms search for the optimal reconstruction by minimizing this error using standard general techniques such as Levenberg-Marquardt (LM). (Note that I use the term “optimization” to mean not just the definition of the computational goal but also the algorithmic approach of relying on a generalized minimization technique.) By definition, an optimization approach gives optimal accuracy if it actually finds the correct global–minimum reconstruction.

Because traditional optimization approaches rely on generalized, brute-force minimization and take no account of the specific properties of the SFM error surface, they are essentially attempts to solve SFM without phenomenology.

Traditional optimization is not reliable. Experimentally, general minimization techniques do sometimes fail to find the global minimum, and when they converge to a local minimum they can produce a grossly wrong reconstruction. The minimization is guaranteed to find the correct minimum only if it starts from a sufficiently good initial reconstruction, and it is difficult to determine in advance how good this starting point needs to be. Also, there is often no way to tell after the fact whether an algorithm has located the correct reconstruction rather than a false minimum.\(^5\) Thus one cannot tell when optimization will work. It is an incomplete approach: to make it robust and reliable, one needs some other method for generating reliable initial reconstructions, or a strategy for dealing with local minima.

In addition, one can compute the exact optimal reconstruction only by minimizing explicitly over all the structure/motion unknowns, and the large number of these unknowns makes optimization slow.\(^6\) This is still true even if each iteration of the minimization routine has a computational cost linear in the number of 3D points (as in [37, 33]), since the computation per point for each iteration is significant and convergence often requires a large number of iterations, particularly starting from a bad initial estimate. The best way to alleviate the slowness is to start the minimization from a reconstruction that is already close to correct. Thus, also for speed, one should supplement optimization by a good, fast method for initial reconstruction.

Optimization does become more robust when it is based on more data (i.e., dense correspondences or many images). But since it also becomes slower, and since much faster, non–optimizing approaches become increasingly accurate and robust, optimization may be unnecessary for many data–rich applications.

Thus optimization is at best half of the solution to SFM. For reliability and robustness as well as speed, it needs to be supplemented by another approach.

Most of the points I make in this section are well known and experimentally demonstrated. Future experiments will determine whether optimization can be made fast enough for most applications despite

\(^4\)The term “optimal” is not useful until it is given a precise definition in terms of some preference function. For convenience, in this paper I define optimality in terms of the standard least-squares error.

\(^5\)That is, without a global search. [64] gives an experimental example where one cannot distinguish the true and false minimums using local information such as the error values at the minimum.

\(^6\)For two–image sequences, one can compute a near–optimal reconstruction by minimizing in fewer unknowns [63][[111][67][64], but Section 2.4 argues that this is only possible for two images.
its relative slowness. Also, recent work [64][13][46] shows that one can make optimization more reliable by combining it with a phenomenological understanding of the SFM error surface. More study of this surface, and of how to adapt optimization to the specifics of SFM, are important.

2.2 Fusing/Kalman Filtering

Fusing, including Kalman filtering, is the second traditional approach to MISFM after optimization [59][85][86][5][60][100][101][7][73][88][90][8][56][3][110]. By fusing, I mean any MISFM technique that computes a final multi-image reconstruction from intermediate reconstructions (and estimates of the uncertainties in these) rather than from the image data directly. One type of fusing approach is recursive: it defines an intermediate reconstruction based on a subset of the images and gradually improves this into a full multi-image reconstruction using the information from one after another of the unused images. Another type combines intermediate reconstructions, each computed from a small number of images, into the final reconstruction (e.g., the batch/recursive approach of [60][59]). I mainly focus on the second type.

I begin by assuming that the motion is completely unknown and unconstrained and only consider approaches that fuse estimates of the structure (more precisely, the shape [102][73]). The structure is all that can be fused for unconstrained motion, since it is the only thing that remains fixed from image to image. I consider this problem since some of the general-purpose multi-image algorithms in the literature (e.g., [59][81][60]) are really fusing approaches that do not make assumptions about the motion. I discuss only the issues of fusing's accuracy, robustness, and speed. I do not consider occlusion, correspondence, or real-time SFM, though these are important motivations for the fusing approach.

I suggest that fusing is essentially no more robust than the few-image intermediate reconstructions it is based on: if the few-image reconstructions have large errors, fusing them can give even worse results. In fact, this is well known to be true for a general complex estimation problem, and there is no reason to believe that the situation differs in SFM. Though the results of [59][85][86][5][60][100][101][7][73][88][90][8][56][3][110] show that SFM fusing can improve intermediate reconstructions that are already reasonably accurate, this intrinsic and general problem with fusing suggests that it can fail when they are not. It is important to understand experimentally the usefulness and limitations of SFM fusing in practical applications.

Fundamentally, fusing has the same goal and the same local–minimum problem as optimization. To obtain a good fused estimate from subestimates, one must know how to weight the subestimates and their uncertainties so that the final estimate accurately reflects this information. In the worst case, for a general fusing problem, this requires knowing the full likelihoods for the subestimates and computing the full fused likelihood from them. Any technique that aims at an optimal estimate must in effect compute this likelihood, which can be arbitrarily complicated. Traditional fusing, e.g., Kalman filtering, simply gives a short cut, a computational method, for computing the likelihood in the special situation when all the subestimate likelihoods are Gaussian. It works because combining Gaussian likelihoods is easy.

The reason that fusing is generally useful is that likelihood functions often have good Gaussian approximations. Typically this happens when there is enough data so that the subestimates have small uncertainties. If large errors are unlikely, the measurement functions can be linearized around the true values of the unknowns, which makes it easier to approximate the subestimate likelihoods. More importantly, one only needs to model the likelihoods for small errors in the unknowns, and for this a

---

7 I assume that the motion is not even known to be continuous, since this is not true for the multi-image algorithms such as [81].
8 In the language of filtering theory, making fusing robust in general requires using an infinite-dimensional state representation (see, e.g., page 375 of [4] and [11][12]), which no real algorithm can achieve.
Gaussian approximation reflecting the variances of the subestimates is often adequate. This is just the law of large numbers: overconstraining data implies a good Gaussian approximation.

Similarly, the law of large numbers implies that the complete fused estimate, and the Gaussian approximation to the fused likelihood, grow increasingly accurate as more data accumulates and increasingly constrains the estimate. This makes new subestimates easier to fuse. As the overall uncertainty decreases, one only needs to model the likelihood function of a new subestimate over a corresponding, decreasing range of error, which in effect improves its Gaussian approximation so that its information can be fused more accurately. Thus, assuming the errors are small to begin with, fusing will produce a fused estimate that comes increasingly close to an optimal estimate as it incorporates more data.

When all subestimates have large errors, linearization is out of the question. The subestimates can stray from their true values over a wide range, and it is inadequate to approximate the subestimate likelihoods as Gaussian over this whole range—in SFM they have significant non-Gaussian biases at least. In fact, the SFM situation for unconstrained motion is much worse than this. Since one is fusing subestimates of the structure, computing these subestimates and their likelihoods requires integrating out the unfusable motion parameters. This integral is impossible to do exactly, and when there are large errors and so no good guess for the true structure, one can’t even approximate the integral by expanding it around the guess. In this situation, even an approximate computation of the subestimate likelihoods is impossible. But one does need complete models of the likelihoods for fusing when the errors are large. For example, the tallest peak of the fused likelihood (the maximum-likelihood estimate or MLE) can emerge from a complicated interaction of nonleading parts of the subestimate likelihoods. Similarly, in recursive fusing, the information from new images can interact with the nonleading parts of the previously computed likelihood.

Since it is impractical to compute and represent the likelihoods for subestimates with large errors, in a general situation one cannot fuse them. If this could be done, it would amount to a guaranteed solution method for optimization. The corollary is: if one does combine nonrobust subestimates by some arbitrary rule, the combined estimate will not be robust.

On the other hand, fusing will succeed when starting from a good estimate whose uncertainty is known to be small, even if the remaining subestimates have large errors. In this case, it doesn’t matter if the subestimate likelihoods are difficult to compute since, as noted above, one only needs to approximate them over the small range corresponding to the expected error. Again, the fused estimate and all Gaussian approximations will improve as new images accumulate. Thus, if a fusing method can be locked onto the correct estimate initially, it will exploit additional data effectively to improve the estimate. Fusing may also be able to work even if the initial estimate is just reasonably good. For example, given a moderately good initial estimate, an enhanced version of the simplest linear fuser such as the (I)EKF (the (Iterated) Extended Kalman Filter, e.g., [8][56][3][110][4]) might be able to lock onto the correct estimate after accumulating some number of images. Experiments must determine how much such extensions of linear fusing actually help.

Experimental results confirm that fusing accurate two-image reconstructions leads to increased accuracy [73, 101, 100] (see also [85][86][5][60][8][27]). When some of the two-image reconstructions are very inaccurate, the fused reconstruction can grow less accurate as more images are acquired [73, 101, 100].

The above arguments imply the following strong claim. Consider a sequence with very many images such that the signal summed over all images is large compared to the noise, but the signal-to-noise ratio is vanishingly small for any small collection of images. Since the fusing approach only exploits a few images at a time, I claim that it will fail on such sequences— that in general it will not converge to

\(^9\)The reliability of other algorithms such as [2] should be explored in more detail. The algorithm in [2] is in the spirit of the suggestions made in Section 3.1.3—it trades accuracy for a potential increase in robustness—but it too should be fragile in difficult cases with small camera translations.
the correct reconstruction. If so, it becomes an important experimental question to determine where the fusing approach breaks down in practice. How large must the signal-to-noise ratio be for robust fusing? How small a camera motion can fusing tolerate?

Despite fusing’s potential limitations, Section 3.1.1 argues that it may be the best approach for some situations, e.g., for moderate-to-large motions or many correspondences. This suggests that it is important to develop and test fusing approaches tuned for these situations. Also, Sections 2.4 and 3.1.1 propose that fusing two-image reconstructions could work better than fusing intermediate reconstructions based on three or more. [100][73] already suggested that image-pair fusing has advantages over fusing in one image at a time [15][5][85]. Section 2.4 discusses this further. Experiments are important to determine the best number of images to add in at each fusing step.

(This last question matters mostly in the initial stages of fusing. Once the fused estimate incorporates enough images so that its uncertainty is small, this by itself gives enough constraint for good Gaussian modeling of the likelihoods, or linearization as in the EKF, and one might as well adopt the simpler strategy of fusing a single image at a time. See the discussion above and Section 2.4. Also, single-image fusing becomes more effective when the motion is constrained, as it is in [15][85][86][56].)

Finally, it is important to realize that the bas-relief ambiguity often causes few-image algorithms to succeed partially, so that they recover most but not all structure components accurately [9][67][97][71][18][50][1]. In such cases, the discussion above suggests that a fusing approach might be able to enhance accuracy for the part of the structure that the few-image methods recover accurately, even if it cannot recover the whole structure. Such partial-fusing algorithms should be explored in more detail.10

I focused till now on unconstrained motion. The situation improves when the motion is at least partly known [85][86] [5][60][7] [8][56][3][110]. It is no longer necessary to integrate out the motion parameters, and the nonlinearities become much more manageable. As discussed in [86], fusing with motion constraints can work even when the assumed model for the motion is stochastic and weak, e.g., when one imposes a small degree of smoothness on the motion by modeling it as a first-order random walk. The strong claim above should still hold true [12], but in practice fusing will be able to cope with lower signal-to-noise.11

A fusing approach based on a particular motion model does require that the true motion partly satisfies that model. How well the algorithm performs clearly must depend on how well its model captures the true motion. Moreover, if for unconstrained motion fusing tends to fail catastrophically at low signal-to-noise, this suggests that the performance of a constrained-motion approach might depend sensitively on the validity of its motion model at small signal-to-noise. Thus, it is important to study experimentally how constrained-motion approaches perform when their motion models break down. It is also important to understand experimentally what motion models are useful in practice.

Many fusing algorithms based on motion models use a Kalman-filtering technology that was developed for a different type of problem than SFM—one where the observations directly measure the state, and the focus is on the continuum, in the sense that one wants the algorithm to compute the ‘derivative’ of the estimate with respect to the new data acquired at each time step. For SFM, instead of adopting a previous technology that may not be a perfect fit, I suggest that one may do better

---

10When the effects of the bas-relief ambiguity are not too severe, a modified fusing approach might be capable of recovering the whole structure robustly, for instance by incorporating an optimization over the parameter most affected by the ambiguity.

11There do exist recursive methods that can cope with arbitrarily low signal-to-noise. For example, assuming constant translation direction and small rotations, a recursive implementation of the subspace method [44][65][86] can reconstruct accurately given enough images, no matter what the signal-to-noise level is for each image. However, this is not a fusing approach according to my definition, since it does not rely on intermediate reconstructions of the translation direction or structure. Because this approach deals easily with occlusions, it may have advantages over traditional Kalman filtering approaches.
by designing a fusing algorithm according to the special features of the problem, that is, based on phenomenology. For example, as I discuss in Section 2.4, one could drop the ‘continuous’ form of the classic Kalman approaches and instead fuse image–pair reconstructions, or else adopt the approach of footnote 11.

2.3 Projective Reconstruction

The projective approach is a framework for SFM rather than an algorithm [21][37]. Developed mainly because of the difficulty of calibrating cameras precisely, its aim is to carry out SFM without calibration. Computing a projective reconstruction is essentially equivalent to computing a standard Euclidean one except that the linear camera calibration is treated as unknown and potentially arbitrarily different in each image.12 Within this framework, researchers have used various algorithms, including optimization and the invariants approach discussed in Section 2.4.

However, the projective approach’s basic assumption rarely holds—usually something is known about the linear calibration. For instance, the $x$ and $y$ image axes are almost always close to perpendicular. Often one knows that a motion sequence was taken with a single camera and that all images have approximately the same calibration (except possibly for the focal length and parameters that covary with it). The image center, the relative scaling of the $x$ and $y$ axes, and/or the focal length are often known approximately. This approximate information can be useful, especially since errors in the image center or focal length are known to have little effect on the recovered structure [10][67][113].

Using the projective approach when its assumptions don’t apply amounts to an algorithmic choice. Simply because the calibration is known incompletely or approximately is not by itself a reason to jettison all calibration information; an algorithm must use all available information, including approximate information, to get the best reconstructions. Presumably, the projective approach trades away information—and thus accuracy—in the hopes of obtaining an algorithm with increased simplicity or robustness. But there has been little experimental study of the trade-offs involved. Given the extraordinary amount of research on the projective approach, it is time to experimentally investigate the costs it incurs by neglecting information, and to determine what it gains in simplicity and robustness. Also, since worry about the effects of calibration error was the main motivation for the projective approach, it is time for a thorough study of how calibration error does affect reconstruction.

Often the projective approach is used just as the first step toward a full Euclidean result. In this approach, the final Euclidean reconstruction inherits the errors of the initial projective one, unless one eventually abandons the projective reconstruction and recomputes everything, including the projective structure, by purely Euclidean methods. This is seldom done. Since a Euclidean computation is needed eventually to get the best reconstruction, clearly one should start with this approach if an effective algorithm exists.

The next few sections discuss the potential problems of the projective approach in more detail.

2.3.1 Incorrect Modeling

In neglecting calibration information, the projective approach models image formation incorrectly and solves for (approximately) known parameters as if they were unknowns. It is given the freedom to reconstruct wrong values for these artificial unknowns, which in turn can corrupt the recovery of the true unknowns. Using a non-optimal algorithm can significantly increase this corruption: if an

---

12In the projective framework, the image point position is determined by $I = MS$, where $I$ is a homogeneous 3–vector representing the image, $M$ is the $3 \times 4$ camera matrix, and $S$ is a homogeneous 4–vector representing the structure. The projective framework is equivalent to the Euclidean with unknown calibration (apart from singular cases) in the sense that one can interpret $S$ as a standard Euclidean structure and $M$ as the result of an unknown camera motion and unknown linear calibration. (A non-singular $M$ has a unique decomposition into motion and calibration matrices.)
algorithm already tends to overrespond to noise and error, implementing it in the projective framework and allowing it to modify extra unknowns give it new incorrect ways to overrespond. The corruption can also worsen for difficult sequences, when the image data only determine the reconstruction weakly, again since the projective approach has more ways to go wrong in response to noise. Thus, because of its extra artificial unknowns, projective reconstruction can become nonrobust. How nonrobust depends on the algorithm and on the sequence. Clearly the projective approach does give good results in some cases [5], but I described in [64] a type of situation where the optimal projective estimate is much more fragile than the optimal Euclidean one.

The problem is most serious for sequences taken with a single camera of fixed calibration, since the number of artificial unknowns is then largest. The projective approach treats the calibration parameters in each image as independent, assuming \( 5N_f \) calibration unknowns, where \( N_f \) is the number of images. But for a single camera the calibration must be (nearly) the same for all images;\(^{13}\) the true number of calibration unknowns is just 5. Experimental results on synthetic single-camera sequences [72] confirm that a standard Euclidean approach simultaneously computing the reconstruction and calibration gives more accurate results than a projective approach, even for the projective structure.

It is impossible to adapt the projective approach to single-camera sequences without destroying the projective symmetry.

### 2.3.2 Nonlinear Camera Distortion

Nonlinear camera distortions cause further difficulties for the projective approach. By allowing arbitrary linear calibrations, the projective approach in effect assumes that the linear calibration errors are likely to be large. It also makes the incongruously strong assumption that there is zero nonlinear camera distortion, even though in practice the nonlinear effects can be important. Thus, when nonlinear distortions do occur, they tend to cause larger errors in the projective approach than in the standard one. A projective algorithm can wrongly explain a part of the image distortion by jointly altering the reconstruction and linear calibration; a standard Euclidean algorithm has no freedom to change the calibration, so it interprets this part of the distortion just as image noise and ignores it in reconstructing. As before, a non-optimal projective algorithm has more ways to overrespond wrongly to the nonlinear distortion and can do even worse compared to its Euclidean counterpart.

Again, there is no way to modify the projective approach, while preserving its essential character, to account for nonlinear as well as linear calibration errors. It is impossible to calibrate away the nonlinear effects without simultaneously doing linear calibration and removing most of the rationale for the projective approach.

Some researchers argue for applying the projective approach even for known calibration. Of course, with this strategy the camera’s nonlinear distortion is pre-corrected and causes no difficulties. I discuss this approach further below.

### 2.3.3 Self-Calibration

One of the advantages claimed for the projective approach is that it allows self-calibration, that is, one can calibrate the camera without a known 3D calibration object. But it is equally possible to self-calibrate in the Euclidean framework, using optimization, for example, and this gives greater accuracy, since the Euclidean framework exploits the known facts about the calibration from the start (such as the fact that it is fixed\(^{13}\) when there is a single camera).

\(^{13}\) Again, with the possible exception of the focal length (changes in which are often relatively easy to handle by Euclidean methods [67] [2]) and covarying parameters.
The fact that self-calibration allows one to calibrate the camera and simultaneously recover the structure is often claimed as a virtue. But separating these two tasks makes more sense: the situations that are best for self-calibrating are quite different from those that facilitate structure recovery. Self-calibrating is easiest when the camera only rotates and does not translate [34], since this completely factors out the unknown structure. But structure recovery works best when the translations are large, since the translational image displacements contain the structure information. Rather than simultaneously calibrating and reconstructing, it may often be better to calibrate first using the motion appropriate to this task and recover the structure afterwards based on the calibration. (Of course, one does not always have the option of choosing to do this.)

2.3.4 Projective Structure

Researchers sometimes justify applying the projective approach to single-camera sequences (even with known calibration) on the grounds that the projective structure is more robust than the full Euclidean structure—to errors in the motion recovery as well as the calibration. But it is important to distinguish a computation’s goal from the assumptions used to achieve it: to best reconstruct the projective structure, an algorithm still needs to use all available information.

All the preceding arguments apply. For known calibration, a Euclidean method will compute the projective structure more accurately than a projective one. With a rough calibration, a Euclidean technique can still be better. [72] presents examples where the projective structure recovered by Euclidean optimization neglecting miscalibration is as accurate as the projective optimization result even with significant errors in the assumed calibration. This means that non-optimal projective algorithms would probably have done worse than the corresponding Euclidean ones. Finally, for a completely uncalibrated single-camera sequence, Euclidean self-calibration by optimization will recover the projective structure more accurately than projective self-calibration.

Also, at least when the calibration is known (and perhaps also when it is not, see the discussion at the end of Section 2.3.6), the projective structure is not necessarily more robust than the full Euclidean structure. Though the Euclidean structure is often noise-sensitive, this sensitivity typically affects just a few of its components (due to the bas-relief ambiguity), so one can recover most of the structure robustly. I have shown this experimentally as well as theoretically in [67, 71]. Moreover, one can determine from the data which part of the recovered structure is robust, by estimating the error in each structure component [67, 71]. The Euclidean structure, plus the estimates of its errors, give more information than the projective structure alone, with no loss in robustness. Often it gives much more, since one can usually recover more of the Euclidean structure robustly than the part that corresponds to the projective structure. Thus, it makes sense to let the data determine how much of the recovered Euclidean structure to trust, instead of settling a priori for the projective structure.

---

14Unless the FOV is very small, in which case the camera must translate to achieve rotations that are large enough for good accuracy and that also keep the scene in view. Even then, it makes sense to calibrate the relative scaling and skew of the x,y axes using pure rotations.

15By “part” of the structure, I mean the projection of the structure onto some subspace of the 3Np-dimensional subspace spanned by the coordinates of all Np points. It is usually better to treat the depths separately from the other structure components and to project in the inverse depths rather than the depths themselves.

16Typically, one can recover the inverse depths accurately up to an additive constant (due to the bas-relief ambiguity). This gives a one-parameter ambiguity. The projective approach has a larger, four-parameter ambiguity in recovering the inverse depths, since it excludes all components linear in the image coordinates.
2.3.5 Formal Equivalence of Projective and Euclidean Reconstruction

The projective approach models the formation of an image of $N$ 3D points by $I = MS$, where $I$ contains the image points in homogeneous coordinates, $M$ is a $3 \times 4$ camera matrix, and $S$ a $4 \times N$ structure matrix. The columns of the structure matrix $S$ give the homogeneous coordinates of the 3D points, and the camera matrix $M$ summarizes the camera rotation, translation, and linear calibration parameters for the given image.

In standard Euclidean SFM, one can model image formation in exactly the same way; only the interpretation of the camera matrix $M$ differs. In this calibrated case, the first three columns of the $M$ give the rotation matrix, and the last column holds the translation. Thus the projective approach is formally equivalent to standard Euclidean SFM if one relaxes the constraints on the rotation matrix—i.e., if one allows the rotation matrix to be arbitrary rather than restricting it to being orthogonal. Neglecting the rotation matrix constraints is standard in many Euclidean algorithms, for instance, in the “8-point” computation of the essential matrix [53], or Tomasi and Kanade’s SVD approach to orthographic SFM [102].

The projective approach therefore does not lead to new SFM algorithms; all projective algorithms translate directly into Euclidean ones. For example, the “8-point” algorithm determining the fundamental matrix translates into the familiar “8-point” algorithm for the essential matrix. Similarly, plane-plus-parallax [79][78][51][77][43] is the projective equivalent of the more familiar rotation-plus-parallax [69][67][62]. In the Euclidean framework, one does need to restore the rotation-matrix constraints eventually—to force the recovered rotation matrices to be orthogonal. This is straightforward and techniques already exist, e.g., Hartley’s method for recovering the rotation matrix from an inexact essential matrix [37], or Tomasi and Kanade’s technique [102].

In my view, the main innovation of the projective framework was not that it made possible new algorithms\(^\text{17}\) but that it addressed for the first time the problem of reconstructing with uncalibrated, varying cameras. If projective researchers want to attack the problem of reconstructing with partly known or partly fixed calibration, I argue that they should at least consider the alternatives to the projective approach, due to the obvious potential problems with this approach that I described above. The next section serves as a reminder that alternatives do exist and presents some simple examples for standard applications.

2.3.6 Alternatives to Projective Reconstruction

There are certainly reasonable Euclidean alternatives to the projective approach for single-camera sequences—even, as I have already implied, when the calibration is completely unknown. It is true that, for unknown calibration, any attempt to exploit the single-camera constraint formally complicates the reconstruction problem: the equations lose the simple bilinearity of the projective approach. This causes no difficulties if one is resorting to optimization, as in several of the more practical implementations of the projective approach. Optimization is a flexible approach that can easily incorporate constraints or prior biases; it is equally easy to implement Euclidean and projective self-calibration within this approach.

As already noted, Euclidean self-calibration by optimization gives more accuracy than projective optimization (assuming both approaches converge correctly). Because it involves fewer unknowns, it may also be faster, as [72] has verified experimentally for a few simple examples (but see [98]). In any case, since getting the most accurate Euclidean reconstruction requires doing a complete Euclidean optimization eventually, one can get a faster computation by doing so at the start rather than after an extra stage of projective optimization. At least on the grounds of accuracy or speed, there is little

\(^{17}\)Historically, important new algorithms such as [96] did emerge from the projective approach.
current justification for applying projective rather than Euclidean optimization to single-camera sequences. However, “projective” optimization\(^\text{18}\) has less of a local-minimum problem than its Euclidean counterpart [72]. This is one of the most compelling motivations for the projective approach, and I discuss it further in Section 2.3.7.

If one chooses not to use optimization (or needs to compute a starting point for it), then adapting a Euclidean approach will still sometimes be the best way to deal with partial uncertainty about the calibration. Unfortunately, little work has been done on such algorithms. As a reminder that there is more than a single approach to dealing with calibration uncertainty, and that we do not yet know under what conditions the projective approach is the best one, I propose a few suggestions for Euclidean algorithms. My aim is to illustrate that such algorithms represent a valuable and neglected line of research, and that determining when the projective approach is appropriate is an important and unanswered experimental question.

In many situations the camera has already been calibrated approximately, and one can use the following simple two-stage technique: 1) Initially, reconstruct assuming the approximate calibration is correct.\(^\text{19}\) This is the standard Euclidean problem, which, because of the formal equivalence of the projective and (relaxed) Euclidean approaches, one can handle using algorithms that are as simple as the projective ones. 2) Perturbatively correct the calibration and reconstruction. This is similar to the task in the projective approach of extending a projective reconstruction to a Euclidean one. The overall algorithm need not be more complex than starting with a projective reconstruction and making it Euclidean.

The apparent problem with this is that errors in measuring the calibration are often large, and researchers have assumed that this will also cause large errors in a Euclidean reconstruction. If so, the second stage, being perturbative, would be unable to recover from the large errors of the first. But measured calibrations may often be reasonably good at least in terms of their effects on structure recovery.

It seems almost tautological that errors in the difficult-to-recover calibration parameters (e.g., the camera center) are likely to have little effect on the structure, while the parameters that have strong effects are easy to calibrate accurately [10]. The difficult calibration parameters are difficult to recover even with a precisely measured 3D calibration object. This implies that altering these calibration parameters, and perhaps compensating by changing the motion, does not much affect the images of a fixed 3D structure. On the other hand, if the image data robustly determine the structure, as one would expect when there are many images overconstraining the reconstruction, then substantially different structures produce substantially different image data. Together, these statements imply that errors in the difficult calibration parameters should have little effect on the structure recovery. More generally, if for perfect calibration the image data determine most\(^\text{15}\) but not all of the structure robustly (due for example to the bas-relief ambiguity), then, by the same reasoning, errors in the difficult calibration parameters should have little effect on the robust part of the structure. One could accurately recover this part and use it as a starting point for generating a full reconstruction in the perturbative second stage. The recovery of the rest of the structure might be degraded by calibration errors, but this wouldn’t matter since it could already have large errors from the noise. The experiments of [10][72][67] do suggest that one can accurately recover at least part of the structure despite calibration error.

Because the staged approach exploits the approximate calibration throughout, including the knowledge that it remains fixed, it can be more robust than the projective approach. Past experience with other motion problems indicates that it is important to exploit our expectations for parameter values

---

\(^{18}\)See Section 2.3.7 for an explanation of the quotes.

\(^{19}\)Reconstructing assuming that the calibration is correct can be an effective way of using the calibration measurements. If as argued below there is a rough correspondence between the accuracies of calibration parameters and their effects on structure recovery, then doing so automatically weights the expected errors in the parameters roughly correctly.
even at the cost of introducing approximations. The staged strategy of initially treating approximately
known parameters as known and then correcting them perturbatively often works well. For instance, in
recovering the projective transformation between the images of two planes, it is useful to first find the
approximate affine transform and then extend it by solving iteratively for the full projective transform.
Similarly, in registering two images taken by a moving camera, it is effective to register first based on an
affine transform, then assuming a planar scene, and only at the end to allow general motion/structure
[76]. In both cases, the advantage of initially solving for a smaller number of parameters outweighs the
disadvantage of computing an approximate reconstruction. This staged approach could also be effective
in coping with calibration inaccuracies in MISFM, and it deserves more study as an alternative to
projective reconstruction.

The staged approach could be particularly useful as an alternative to projective methods that are
non-optimal. As argued in Section 2.3.1, the projective approach’s incorrect modeling can significantly
worsen the results of a non-optimal algorithm; the effects of the bad modeling can combine with the
algorithm’s own bias to produce large errors. On the other hand, in the Euclidean approach, the main
effect of a moderate error in the assumed calibration is to bias the reconstruction in a well-defined
way. A theoretical error analysis can determine this bias; by propagating the effects of miscalibration
through the reconstruction algorithm, one can estimate and characterize the resulting errors [67][95]—
and perhaps even correct them after the calibration has been determined accurately. For the projective
approach, it is harder to characterize the errors induced by incorrect modeling. For instance, [64]
describes a type of situation where using the projective approach flattens out the error surface, so that
noise sometimes makes the error very large. Because the error depends sensitively on the noise, it
cannot be estimated. Thus, good performance of the Euclidean approach can be easier to guarantee
and its performance limits easier to understand: it can be more reliable.

One can extend Euclidean methods to deal with cases where the calibration is known only partially—
e.g., where the focal length is unknown and varying [67].

I have suggested that the staged approach will give good results on single-camera sequences for
typical calibration errors. The results of [108][95] suggest that large errors, or even changes in the
calibration, might corrupt a Euclidean reconstruction mainly in a few structure/motion components.
For single-camera sequences, if it turns out that the Euclidean approach robustly computes all the
unknowns that don’t depend on the calibration parameters, then this approach would have little dis-
advantage compared to a projective one even when the calibration was completely unknown.

2.3.7 Robustness of “Projective” Optimization

In experiments on calibrated single-camera sequences, [72] found that “projective” optimization had
less of a local-minimum problem than a pure Euclidean approach—i.e., (LM) minimizations over the
structure and unconstrained camera matrices tended to converge to the global minima from a wider
range of starting points than if the camera matrices were constrained according to the Euclidean fixed-
calibration assumption. This may be partly because the extra unknowns in the “projective” approach
destabilize some of the Euclidean local minima, as researchers have found in other contexts. (For
example, using extra artificial modeling parameters in neural–network learning can avoid local minima
[52].) It may also be because “projective” optimization imposes no constraints on the rotation matrices
and thus avoids some of the nonlinearities of purely Euclidean optimization.20 [64] recently gave a more

20The “8-point” algorithm [53] is a good example. This “projective” algorithm relaxes the rotation–matrix constraints
and thus in effect minimizes a quadratic error function with a single minimum; it has no local-minimum problem. Of
course, avoiding local minima is not the whole story; the global minimum of the “8-point” algorithm does not necessarily
give a good approximation of the true reconstruction.
concrete explanation, for a camera translating in a fixed direction.\footnote{This explanation might work in general. For a general multi-image sequence, the extra Euclidean local minima may originate from the two-image local minimas (for all possible image pairs) of the sort described in [64].}

This result does not imply that the projective framework gives better results than the Euclidean one. As I emphasize here by the use of quotes, “projective” optimization is a computational technique which one can apply in either the Euclidean or projective frameworks. Recall that I defined the projective approach as Euclidean reconstruction with unknown, possibly different calibrations for each image. This is the definition implicit in most projective work; the standard way to relate a projective reconstruction to the Euclidean world is to compute the calibrations and motions from the projective camera matrices \( M \). From Section 2.3.5, the projective and Euclidean frameworks are formally equivalent under the approximation of neglecting the Euclidean rotation–matrix constraints. Alternatively, then, one can think of “projective” optimization as the first stage of a Euclidean algorithm in which one initially makes the approximation of neglecting the rotation constraints. The second stage would compute the motions from the camera matrices \( M \) by finding the projective transform making the first three columns of the \( M \) as close as possible to orthogonal rotational matrices. Note how this differs from the standard projective technique.

Also, [64] has identified a commonly occurring situation where “projective” optimization is much less robust than Euclidean optimization despite having fewer local minima. [64] gives a concrete example where the “projective” error has a grossly wrong global minimum, roughly in the position of a Euclidean local minimum, while the Euclidean global minimum is approximately correct.

For easy SFM sequences, where the data strongly determine the reconstruction (i.e., for large camera translations, large 3D depth range, large field of view, or many correspondences), either optimization technique should be robust—in fact, even the “8–point” algorithm should give reasonable results, as discussed in Section 3.1.1. In these cases, the speed and accuracy of Euclidean optimization probably justify its direct application.

For difficult sequences (i.e., for small camera translations, small field of view, small range of depths, and few correspondences), local minima become a real danger, and it may sometimes be advisable to do a “projective” optimization first and then use the result to initialize a Euclidean optimization. But not always—for difficult sequences, noise can displace the projective global minimum far from its true location [64]. Alternatively, if phenomenological analysis can predict where the extra Euclidean local minima occur, one could avoid them by incorporating this prediction into a Euclidean approach (e.g., [65] [64]). Getting robustness on difficult problems also depends on finding a good starting point for optimization, which one has to compute with a non-optimal algorithm. The projective approach becomes relatively more inaccurate on difficult sequences, and using a non-optimal projective algorithm compounds the problem, since the poor modeling of the projective approach and the non-optimality work together to make the errors larger (Sections 2.3.1 and 2.3.6). Thus, on difficult problems, it could be best to compute the initial reconstruction using a Euclidean algorithm; the bias of the Euclidean approach due to miscalibration may be less of a problem than the increased and unpredictable error of the projective alternative [64].

Last, the fact that relaxing the rotation constraints eliminates local minima does not generalize to other, non-optimization algorithms: algorithms that do not minimize cannot be trapped in local minima. For non-optimal algorithms, in fact, the projective approach’s relative inaccuracy on calibrated, single-camera sequences can translate into decreased robustness.

### 2.3.8 Experimental Implications

The arguments of this section raised many points that need experimental investigation:
• When is it worthwhile to forgo all knowledge of the calibration, as the projective approach does? When is it safe to resort to the projective approach’s simplicity? When is it better to use a Euclidean approach and exploit whatever knowledge is available? To avoid inaccurate reconstructions, how much more data does the projective approach require than the Euclidean one?

• How do nonlinear distortions of the images affect projective versus Euclidean reconstructions?

• How much calibration error can a Euclidean approach tolerate? How do errors in the image center and focal length affect Euclidean depth recovery?

• Do calibration errors affect strongly just a few parameters of a Euclidean reconstruction? Can one characterize the effects of mis-calibration? Given a Euclidean reconstruction obtained with a wrong calibration, can one approximately correct the reconstruction just by plugging the right calibration values into this characterization? How can one design an effective Euclidean approach for dealing with calibration error?

• For single-camera sequences, what is the cost in accuracy of computing the projective structure in a projective approach rather than a Euclidean one? How much do errors in the projective structure affect a Euclidean reconstruction computed from it?

• How much does the projective approach’s neglect of calibration information hurt the accuracy of non-optimal projective algorithms?

• What causes the extra local minima in the Euclidean least-squares error surface? Do all of these originate in the phenomenon analyzed in [64]? Can one design Euclidean optimization algorithms to avoid such local minima?

• What are the relative accuracies of self-calibrations obtained by rotating versus translating cameras? When the camera translates, how does the unknown 3D structure affect the accuracy of self-calibration?

• For self-calibration on single-camera sequences, what are the disadvantages to using Euclidean optimization directly, as opposed to first computing a projective reconstruction? Does Euclidean optimization suffer from important new local minima when it solves for the calibration as well as the structure/motion?

2.3.9 Motivations

The purpose of this section was not to challenge the projective approach, which I believe is useful and sometimes necessary. Instead, I wanted to clear up misunderstandings about this approach, point out the lack of phenomenology in projective research, and illustrate the value of a more phenomenological approach.

For instance, more emphasis on phenomenology might have led researchers to study the benefits of using the direct and accurate Euclidean optimization approach to self-calibration, instead of an approach based on projective optimization. With a wider understanding of the equivalence of the projective and Euclidean frameworks (Section 2.3.5), duplicate publications of algorithms in their projective and Euclidean versions could have been avoided. The proposal of projective algorithms that were worse than the existing Euclidean versions of these algorithms would have been curtailed. Important new approaches that happened to be described in Euclidean language (e.g., [91]) might not
have been overlooked. We might have had more careful studies of the appropriateness of the projective approach for situations where the projective assumptions don’t hold.

I wrote this section to address neglected theoretical issues. The results of [64], and the problems I recently observed with the Sturm/Triggs [96] approach [114], demonstrate that these issues have practical importance.

2.4 invariant–based Approach

The invariants approach is based on deriving polynomial constraints on the image data by explicit algebra. Usually, one algebraically eliminates either the structure or motion unknowns, yielding polynomial constraints with coefficients that are functions of the unknowns that weren’t eliminated. For two–image SFM, for example, the image points satisfy the fundamental or essential matrix equation—a polynomial bilinear in the coordinates of the image points with coefficients depending on the motion alone. Similarly, the trilinear constraint coefficients for three images depend just on the motion [31, 80][90].

Invariant–based algorithms typically begin by fitting the derived polynomial constraints to the data, producing estimates of the constraint coefficients. For example, a two–image algorithm would begin by estimating the essential matrix. These algorithms then recover some of the unknowns (usually the motion) in a second step, by inverting the theoretically–derived functional dependence of the coefficients on these unknowns. This corresponds to recovering the rotation and translation from the estimated essential matrix. Often, though not for the essential matrix, this second stage also involves explicit algebraic manipulations such as the solving of polynomial equations. Finally, a third stage computes the remaining unknowns (e.g., the structure).

Though invariants methods are often associated with projective reconstruction there is nothing intrinsically projective about them—one can implement these algorithms just as well in the standard Euclidean framework (e.g., the original trilinear formulation of [90] was Euclidean).

The problem with the invariants approach is that it relies on polynomial manipulations, which are typically extremely unstable [57]. In polynomial data fitting, the estimates of the polynomial coefficients can be strongly noise–sensitive and biased; this is true even for the simplest tasks, such as ellipse fitting, unless the data points cover most of the curve. In SFM, large errors in the constraint coefficients cause large errors in the recovered motion or structure. Moreover, there is no reason why the algebraic derivations of this approach should faithfully model the effects of image noise, as is necessary for an accurate and robust algorithm.

Many researchers have pointed out the noise–sensitivity of invariant–based algorithms (e.g., [31, 54]). The simplest such algorithm—the “8–point” algorithm for two images—is known to be inaccurate.\(^22\)\(^23\) This is so despite the fact that the second, motion–recovery stage of this algorithm is non–algebraic and nearly optimal [37]. For more than two images, the problem seems likely to worsen: the first–stage polynomial–fitting problem becomes harder and more complex, and a close-to-optimal second stage may no longer be achievable without some kind of iterative improvement and consequent

\(^{22}\)This is experimentally true for difficult problems where the camera translation is relatively small, as in traditional robot navigation. As argued and demonstrated experimentally e.g. in [70], when the camera translation is large and the 3D scene extended, two–image SFM is easy, and many algorithms work well, even the “8–point” algorithm [53].

\(^{23}\)Hartley has pointed out that “balancing” in the projective framework makes the “8–point” algorithm more accurate and reliable [32]. In this technique, the one transforms the homogeneous image coordinates before the “8–point” algorithm is applied so that all three components have roughly the same magnitude. In the Euclidean approach, the image coordinates are already relatively “balanced.” On the other hand, for small field of view, “balancing” does help to redress what would otherwise be a bias toward reconstructing the translation as parallel to the viewing direction [67]. Nevertheless, “balancing” does not cure completely the inaccuracy widely reported for the Euclidean 8–point algorithm [67]. Part of the reason Hartley finds the “8–point” algorithm to be accurate may be that he applies the algorithm to large–translation image pairs (see previous footnote).
slowdown.

In fact, Hartley states in [35] that an algorithm based on the trilinear constraints is “very unstable.” This is an algorithm strictly following the invariants approach: it solves for the trilinear coefficients by fitting the data and then uses them to determine the motion by explicit algebra. Hartley [31, 35] obtains a more stable algorithm by partly abandoning the results of the initial polynomial fitting. The improved algorithm uses the trilinear coefficients to determine just a subset of the motion parameters. Then, with these motion parameters taken as known, it solves for the remaining motion parameters directly from the image data rather than from the trilinear coefficients, departing from a strict invariants approach. Though this new algorithm is more stable than the previous one, it apparently has been tested mostly on relatively easy sequences where the camera translations or the number of correspondences are large [70]. Such sequences don’t give a stringent test of the trilinear algorithm’s robustness, since the inaccurate “8–point” algorithm can also work well on these. 22 On more difficult sequences with small translations, small depth range, small field of view, and few correspondences [70], the fact that polynomial fitting still plays a role in the revised algorithm may well cause nonrobustness or inaccuracy (e.g., in comparison to two–image optimization). It is important to test this experimentally.

Note that the trilinear constraints operate very differently for points versus lines. For lines, Hartley’s technique of using a subset of the trilinear coefficients to determine a subset of the motion parameters could be robust, since the expression for the latter in terms of the former comes close to a solution directly from the image data. This relates to the fact that the trilinear constraints are “minimal” for lines—in the same sense that the essential matrix gives the “minimal” constraint on the image data for the point case. This reasoning also suggests that the “8–point” algorithm may be more accurate and robust than other point–based invariants methods.

Another problem with the invariants approach is that in practice one can apply it just to a small number of images or feature points. First, one must derive the polynomial image constraints for a specific number of images or points, which limits the method’s flexibility. Second, this number must be small, because the constraints involving large numbers of images or points quickly become too complicated and high order to be useful. 24 Thus, the standard invariants approach does not yield multi–image algorithms.

Recently, some researchers (e.g., [81][39][74]) have computed multi–image reconstructions by combining invariant–based reconstructions, especially trilinear ones, using linear–algebra constraints. This is a fusing approach, though one where the technique for combining intermediate estimates is dictated by mathematical simplicity rather than by an attempt to approximate optimal fusing. As I discussed in Section 2.2, fusing is liable to fail unless it starts from accurate and robust intermediate reconstructions, and it will give poor accuracy unless it weights the intermediate estimates properly in combining them. As argued above, the invariant–based intermediate reconstructions in [81] are non–optimal and potentially inaccurate, and there is no reason to believe that [81] or similar techniques combine these reconstructions with the correct weighting (doing this would be difficult due to the strong nonlinearity of the invariants method). This suggests that it is important to study experimentally how well techniques such as [81] do on difficult sequences where the few–image, invariant–based reconstructions become fragile.

The same holds for the Sturm/Triggs algorithm [96]. Though this aims to be a multi–image approach, the first stage of the algorithm in [96] uses small image sets and algebraic methods to reconstruct the projective depths, and all its later computations depend on the computed depths. Thus, for difficult sequences, where one cannot reconstruct reliably from a small number of images, it is unclear how well the algorithm will perform. The main virtue of a multi–image approach should be its ability

---

24 Using a large number of images is impossible in practice, but not in principle. See the discussion of [107][20] in the introduction.
to give good results when few–image algorithms cannot!

(The factorization part of the Sturm–Triggs algorithm is often stable under changes in the projective depths, so the algorithm has some protection against bad computations of these. This is not always true: I have found experimentally that the algorithm depends sensitively on the projective depths when the camera moves along a line [114].)

Optimal fusing revisited

Instead of fusing ≥ 3–image reconstructions as in [81], one may do better to combine image-pair reconstructions—and this might work better than trilinear reconstruction even on just three images. The point is that the two–image approach has a special status for point correspondences. If one neglects the positive–depth requirement on the 3D points, as is standard, the only constraint on a two–image reconstruction comes from coplanarity [41]; the depths don’t matter. As a result, for two images one can eliminate the structure and approximately compute the least–squares error as a function of the motion alone [63][64][67][111]. Optimizing just over the motion unknowns is fast, and, given the recovered motion, one can recover the optimal structure algebraically for two images [36]. Moreover, recent experimental work [67][111] shows that two–image optimization is robust and accurate as well as fast, and recent theory suggests that it can be made even more robust—due to the simplicity of the two–image error surface, one can identify and avoid local minima [64] or even locate the global minimum directly [91]. Thus, for two images, there exist fast, robust methods for computing the optimal least–squares reconstruction.

Also, the errors in two–image reconstruction are fairly well understood and easy to model; the main effect comes from the confounding of rotational and translational motions due to the bas–relief ambiguity. This ease of modeling makes fusing more accurate (Section 2.2). 10

Last, though researchers sometimes argue against two–image methods because their reconstructions are ambiguous for special scenes (e.g., planes), one can generally resolve these ambiguities by comparing reconstructions from different image pairs.

For ≥ 3 images, in addition to coplanarity, the rigidity constraint (that the 3D points remain fixed in place over the sequence) determines the reconstruction. To exploit rigidity, an algorithm must represent the structure at least implicitly—in effect, it must impose the requirement that the depths recovered from different image pairs are the same. Thus, an optimization approach must minimize over all the structure/motion unknowns, which is slow. Conversely, a simplified approach that does not explicitly represent the structure is likely to be far from optimal, since the nonlinear transformations involved in representing the structure implicitly tend to introduce strong biases. Thus, if one wants to design an algorithm that does not reconstruct from image pairs, one confronts a dilemma: either one uses optimization and gets a slow algorithm, or else one is likely to get a strongly non–optimal approach which gives poor results on difficult sequences.

Also, even an optimal ≥ 3–image reconstruction gives errors that depend in a complex way on the various motions and are difficult to model, especially for the error correlations between different points. Using a non–optimal algorithm makes this modeling more difficult. Since accurate fusing does depend on having good models of the subestimate likelihoods, a good fusing approach from ≥ 3–image reconstructions will be difficult to achieve.

In summary, a fusing approach using image pairs has the advantage that its intermediate reconstruc-
tions are (near-) optimal, quick to compute, and easy to fuse accurately due to the ease of modeling their error correlations. Such an approach can be much faster than a direct optimization over all images, since its intermediate optimizations are fast. In contrast, it is unclear whether a fusing approach that uses optimization to compute intermediate reconstructions from \( \geq 3 \)-images will be faster than direct optimization, since the intermediate optimizations already involve the structure and are slow. Also, because \( \geq 3 \)-image optimization is much more complex than image-pair optimization, it is unclear whether theoretical analyses like [64][91] can help with its robustness.

Nevertheless, for sequences where image triplets give much better reconstructions than image pairs, fusing optimal triplet reconstructions could give more accurate and robust results than image-pair fusing. The greater accuracy of the triplet reconstructions would produce more nearly Gaussian likelihoods, and in fusing this could compensate for the greater complexity of the motion dependence of these likelihoods. The greater accuracy would also produce better linearization within the Extended Kalman Filter (EKF) framework.

The same arguments suggest that it is better to fuse image pairs than to fuse in one image at a time [15][5][85][113]. [100][73] argued this previously. Since an image pair contains more information than a single image, one will get a better Gaussian model for the pair constraint on the structure than for the single-image constraint on it, and EKF linearization will be more accurate. (Again, constraints on the motion as in [15][5][85][113] can improve the effectiveness of single-image fusing.)

Current fusing approaches that use intermediate estimates based on \( \geq 3 \) images compute these estimates by non-optimal invariant-based methods and also fuse them non-optimally (e.g., [81]). It is unknown how these approaches compare in accuracy and robustness to approaches fusing (near-) optimal image-pair reconstructions. Their main apparent advantage is speed. This advantage may disappear if one uses an invariant-based algorithm incorporating iterative improvement [28]. Such algorithms gain in robustness but are still non-optimal, and it is unknown how the iterative stage affects their speed relative to image-pair optimization.

(Note that I do not intend to address the question here of precisely how one should divide up the images in a batch/recursive approach such as that of [59][60]. For instance, if one starts with image-pair reconstructions, one may want to first fuse pairs into quartets, then fuse these into octets, etc. I do wish to suggest that the issue of how many images to combine at each stage of reconstruction and fusing is an important methodological and experimental one.)

**Summary** The arguments of this section suggest that it is important for authors of multi-image invariants algorithms to compare their approaches experimentally to two-image algorithms and two-image fusing techniques. We need a better understanding of the trade-offs between the simplicity of the invariant-based approaches and the optimality of the two-image ones. How far from optimal are the invariant-based approaches? For the more nearly optimal versions that incorporate a stage of iterative improvement, how do the speed and accuracy compare to those of a fusing approach based on image pairs? Is there a good compromise 3-image technique that is robust and accurate enough for fusing but still preserves some of the speed of the trilinear approach? How much do fusing approaches suffer in accuracy and robustness when their rule for combining intermediate reconstructions is strongly non-optimal? What happens when one applies invariant-based algorithms to sequences with small baselines, few correspondences, small field of view, and little depth range? Does the original Sturm–Triggs algorithm [96] exploit multiple images effectively on this kind of ‘difficult’ sequence?

It is also important to study the intrinsic question of how reconstruction accuracy and robustness increase with the number of images used. The answer to this question will determine whether fusing approaches should add in one image, two, or more than two, at each fusing step (at least in the initial stages of fusing). This could depend on conditions such as the size of the motions, and one should
carry out experiments with this in mind. More generally, it is important to determine experimentally
the best order for recursively combining reconstructions in a batch/recursive fusing approach [59].

Additional experimental questions include: how robust and accurate is trilinear reconstruction for
lines as opposed to points? How fast can fusing approaches be made to perform [59][60]? How can one
best model the errors in reconstructions based on ≥ 3 images? For modeling the errors in image–pair
reconstructions, can one adequately represent the error correlations as due to the effects of the basi-
relief confusion between rotations and translations? How important is good error modeling for accurate
fusing? When does one encounter difficulties in resolving the ambiguities of image–pair reconstructions
using different image pairs?

3 A Framework for MISFM

How then should one solve the problem of multi–image reconstruction? I suggest in this section that one
should design algorithms based on phenomenology. Clearly, there is a potential to improve algorithms
by adapting them to exploit an understanding of the intrinsic properties of SFM estimation. Also, I
argue that one should aim at algorithms for which one can come close to proving good performance
over some domain.28 The process of coming up with a ‘proof’ often helps to identify an algorithm’s
weaknesses and improve it. More important, algorithms designed with an accompanying ‘proof’ tend to be
reliable as well as robust: for a given sequence, one can check the algorithm’s behavior to see
whether it conforms to the theoretical analysis, and check the data directly to verify that the sequence
belongs to the right domain. If both checks pass muster, the sequence is very likely to belong to the
right domain, and the algorithm’s results are likely to be trustworthy.

To illustrate phenomenology’s usefulness, I present examples of algorithms suggested by it. I make
no claims for these: experiment alone can determine what algorithms work best. Nevertheless, I
hope my discussion convinces the reader that neglect of phenomenology has caused the field to ignore
interesting avenues of research. My main points are general. I argue that SFM is a potentially messy
problem, and that it may require a messy system combining a variety of different algorithms to work well
on general sequences. I also stress that any single algorithm is unlikely to work well on all sequences,
and that it is important to understand what domain a given algorithm does work well in.

What I am arguing in this section is that one should design algorithms expressly for the task of
computing accurate and robust reconstructions. Previous research makes it clear that SFM is a difficult
estimation problem and that if one does not take care to design algorithms for robustness they can be
fragile. Similarly, SFM algorithms are unlikely to give the best accuracy if one doesn’t design them
to. To design for accuracy and robustness, one must understand what information one can extract
robustly from noisy data—i.e., one needs an error analysis. Also, robust and accurate performance
is not enough; one needs to know that an algorithm is robust—to understand what errors it is likely
to produce for a given amount of noise. And one should be able to tell from its behavior when it is
not working. These too amount to error analysis. Error analysis should be the basis for algorithm
development and evaluation in SFM as in any other estimation problem.

This error analysis should be more than the standard, first–order analysis around a computed
reconstruction. A first–order analysis gives a local estimate of how sensitively the reconstruction
depends on the noise. But, to have confidence in a reconstruction, one needs to know that it is globally
correct—that it is better than very different reconstructions as well as infinitesimally different ones. No
local analysis can determine this: if one conducts a local analysis around a computed reconstruction

28 For example, such a ‘near proof’ could combine a rigorous proof, applying in a narrow limiting case, with a perturbative
analysis, indicating that the rigorous result holds approximately over a domain of reasonable size. By adding experiments
to such a theoretical analysis, one can in effect attain a phenomenological ‘proof’ of good performance.
that is far from the correct one, the results are meaningless. Also, a first-order analysis around a
specific reconstruction is tied to that reconstruction and is useless for designing algorithms, since one
designs for a range of problems, not just one.

The error analysis should also do more than simply define an estimate like the MLE as the goal of
the algorithm—rather, it should lead to an understanding of the behavior of the algorithm itself. For
maximum usefulness, it should qualitatively predict an algorithm’s errors over a range of problems and
loosely characterize the domain over which the algorithm will work well.

Ideally, one would like an algorithm and error analysis that work for every situation. I think this is
impossible to achieve. An algorithm should approximately compute the optimal estimate. This is an
extraordinarily complex function of the image data—much too complex for any conceivable method to
compute it. An algorithm that always reconstructed it, even in extreme cases, would be computing it
in its full complexity, and thus must be unrealizable. It is no more conceivable that an algorithm
could always give a good approximation of the estimate: any SFM algorithm will sometimes deviate
from it.

In fact, SFM algorithms probably work well only under relatively restricted conditions. Since the
optimal estimate is such a complex function—since it depends on the image data so differently in
different domains—no one technique will always approximate it well even in practice. (For example,
an algorithm that works well for large camera translations can fail completely when the translations
are small.) Similarly, since the problem domain strongly determines how noise affects the optimal
estimate, probably no single error analysis applies to all domains. But if no algorithm works in all
domains, then in different domains one must use different algorithms. And if, as I’ve argued, one
should design algorithms expressly to cope with error, then since errors and algorithm performance are
domain-dependent this means that one should design algorithms specifically for their problem domains.
Finally, by exploiting the special characteristics of each domain one can get more robust, reliable, and
accurate algorithms [47] [104][103][68, 69]. If an algorithm is designed so that it is guaranteed to work
well within some domain, one can often determine from its performance whether a given sequence
belongs to this domain and thus establish whether the algorithm is likely to succeed. As with many
complex functions, the optimal estimate can be best approximated piecewise, using different local
approximations over different small domain patches, rather than by any one global method.

To summarize the suggestions of this section: 1) Since it seems likely that no effective general-
purpose algorithm exists, to best understand and cope with error one should design algorithms for
specific problem domains. 2) One should use different algorithms for different domains. 3) Using
a variety of algorithms tuned for different domains may give a better approximation of the optimal
estimate.

It may turn out that typical applications are easy enough that a single algorithm will do well on
most of them. It is important to examine this experimentally. Even if this is true, one might still get
better accuracy and robustness by combining specialized algorithms than by using one.

---

29 For any reasonable definition of the “optimal” estimate. For the MLE, for instance, small changes in the image points
can cause large jumps in the estimate by raising the least-squares error of the previous global minimum slightly above
that of one of the local minima. Also, the image data determine the local and global minima through a hopelessly complex
system of polynomial equations in many unknowns.

29 For example, an invariably good approximation method would have to track the estimate precisely as it shifted
through large jumps stemming from small image changes. See previous footnote.

31 For sequences where dense image correspondences are available, the amount of information is so great that a single
algorithm (e.g., a standard two-image method) may work in most cases. A variety of algorithms becomes important for
the more difficult cases with relatively few correspondences.
3.1 Domain Constraints

I have argued for designing algorithms for specific domains. In fact, typical applications produce highly constrained motion sequences, and algorithms can often exploit these constraints.

For example, motion sequences typically have limited noise and many points per image, so that the image data is highly redundant—especially if the sequence also contains a large number of images. This by itself suggests an important approach to designing algorithms: at least for an initial reconstruction, use just the part of the image information that one can exploit simply and effectively. When the total information is overredundant using even a part of it will give good results, while it is usually difficult or impossible to use all of it initially. In fact, I believe that in a strict sense this is impossible. Using all the information means computing the optimal estimate, and it is very difficult to see how one could compute this directly, without iterating.

One example of this partial-information approach is an algorithm that initially omits a number of points because they are occluded in some images and thus difficult to use. Similarly, Tomasi and Kanade's algorithm [102] neglects the higher-order (and thus small and difficult to exploit) perspective effects and utilizes just the first-order image displacements, since these determine the structure/motion directly and simply.

Often researchers make a distinction between two types of approximate algorithms: those that compute the exact answer for zero noise, for example the “8-point” algorithm, and those that do not, for example the Tomasi/Kanade approach [102]. But this distinction has no importance, since all sequences have noise. Both types of algorithms simplify the problem by deviating from the optimal estimate, and both give good approximations to the optimal estimate only for certain types of sequences. For both, the aim is to get a simplified algorithm that is more practical and robust over some range of problems.

Redundant information is only one of the typical conditions for motion sequences. Typical applications lead to a small number of standard scenarios:

1. In robot navigation, the inter–image camera motion is smooth and/or small compared to the camera's distance from the scene; scene points typically vary significantly in their depths from the camera.

2. In sequences featuring independently moving objects, the object are typically compact compared to their distances from the camera. At least for rotating objects, the effective camera translations are typically large.

3. When the goal is to recover a 3D model of an object, the camera usually translates by distances comparable to its distance from the object. The object typically has an extent in depth comparable to (or larger than) its distance from the camera. (One might as well assume this since otherwise this case devolves into case 2 above.)

In addition to these generic constraints, one often has specific information about the nature of the scene. For example, the scene may be dominated by the ground plane, or (for an interior scene) it may contain mostly planar surfaces and rectangular solids. Psychophysical evidence indicates that humans do use recognized objects in judging ego– and independent–object motion [16]. However, to avoid the details of dealing with many specific scenes, I will only discuss the generic constraints 1–3.

\[\text{\footnotesize 32} \text{ I assume known correspondence in domain 3, as I do throughout this paper. For applications that start with intensity images, it is certainly easier to compute correspondence when the motions are small instead of big as in domain 3. However, I remind the reader that there do exist applications that provide precomputed correspondences. Also, experimentally, algorithms such as [112] and [104] can compute correspondences from intensity images for motions that are large enough to qualify for domain 3, e.g., with } |T|/|Z| \sim 1/3.\]
 Appropriately designed algorithms can exploit all three of these constraints. For example, describe how to exploit the small translational motion in robot navigation. Crude, this approach initially neglects higher-order corrections in the ratio of the translation size to the distance of the scene from the camera. The strategy resembles the domain approach of Tomasi and Kanade, but the algorithms differ characteristically because they are adapted to different domains; in each case the domain determines what image information is easiest to exploit.

3.1.1 Domain 3: Nonlinear SFM

The domains 1 and 2 are associated with a small physical parameter, and algorithms can exploit this by linearizing in these parameters. In domain 3, there is no characteristically small parameter to expand in, and the image data’s dependence on the unknown structure/motion cannot be linearized. Inverting this dependence to get the optimal estimate is a fully nonlinear problem, implying that the optimal estimate’s dependence on the image data will be extremely complex.

Despite this, has argued and shown experimentally that SFM is easy in domain 3. The image data typically determine the reconstruction strongly and unambiguously—typically, just two (or a few) images are enough to get a good reconstruction, and any standard algorithm for few-image reconstruction is likely to work well. Since the few-image reconstructions are robust and accurate, one can robustly combine them into a more accurate multi-image reconstruction by fusing (Section 2.2).

The reason for SFM’s tractability in domain 3 is that the signal-to-noise ratio is large even for a sequence of few images. The large translations and scene-depth variations make the translational image displacements—the signal—bigger than the noise and clearly distinguishable from rotational displacements. It may be possible to make these statements precise—for instance, one might be able to show the robustness of two-image optimization theoretically. Indeed, [96][99] demonstrate that two-image SFM is simple enough that it is possible to analyze many of the properties of the least-squares error.)

In a sense, at least for the initial recovery, reconstructing from two images can be the only viable approach in domain 3. There is sometimes no direct way to exploit more images effectively. Two images already determine the optimal estimate accurately, so, for many images, the estimate’s dependence on each additional image becomes increasingly subtle—one would need polynomials of extremely high order to capture it. A direct, i.e. non-iterative, algorithm must have a limited algebraic complexity, since otherwise it will not give a practical computation, and, thus, it cannot reproduce the complexity of the optimal estimate’s dependence. The more images such an algorithm attempts to use, the more its biases—its deviations from optimality—will dominate the information in the additional images, and the algorithm will simply waste most of this information.

This argument applies to any non-optimal algorithm, such as an iteratively improved version of a direct technique. Any such algorithm will fail to capture the optimal estimate’s dependence on the data if the number of images is large enough. In domain 3, the large nonlinear effects can cause such a failure even for 3 images.

These arguments again suggest, here for domain 3, that fusing two-image reconstructions might work better than the trilinear approach or other multi-image invariants method (see the discussion at the end of Section 2.4). They imply that the best way to get a multi-image reconstruction in domain 3

33 First, one may be able to show that the “8-point” method gives good results. Even though this algorithm weights the information in the data non-optimally, the data determine the correct reconstruction so strongly over domain 3 that the resulting bias may be unimportant. Second, it may be possible to show that the least-squares error has a deep well around the global minimum that is broad compared to the scale of the “8-point” estimate’s error. Due to the small noise-to-signal ratio, this could require little more than a local curvature analysis of the error around the minimum.
is to start with a two–image or few–image reconstruction and then extend it iteratively. Fusing can be a useful technique for this. For example, by dividing the image sequence into image pairs and computing separate initial optimizations over these pairs, one can get greater speed [60]—and perhaps reliability [64][91]—than in a global optimization. And since two–image reconstructions are accurate in domain 3, fusing them can give enhanced accuracy while saving the computational cost of going back to the original images for a global optimization [59][60].

On the other hand, the technique of fusing ≥ 3–image, invariant–based reconstructions confronts a dilemma. Section 2.4 argued that the invariant–based approach is nonrobust on difficult sequences, which implies that a fusing approach based on it will tend to fail on such sequences (Section 2.2). I just suggested that this approach also fails on easy sequences—even though its accuracy may seem reasonable, it does not capture the optimal reconstruction well. These arguments suggest that invariant–based fusing might be advantageous only on in–between sequences that are neither too difficult nor too easy.

3.1.2 Distinguishing Domains

The three domains cited above suggest three quite different algorithms. Clearly, the SFM problem changes significantly depending on the domain; algorithms specialized for one domain will not work throughout another. For example, an algorithm that relies on reconstructing initially from just a few images (as is appropriate for domain 3) will fail if getting a reasonable reconstruction requires many images.

Because image sequences differ characteristically in different domains, it is sometimes possible to determine the domain directly from the image data. For instance, by definition a domain–3 sequence has at least one image pair with a large baseline, i.e., an inter–image camera translation that is comparable to the distance between camera and scene. Because the scene depth variation is large, no pure rotation can align these two images without a large residual error. A rough check of whether a sequence belongs to domain 3 is to test whether some images cannot be rotationally aligned.

3.1.3 Mixed–Domain Sequences

Not all SFM problems fall cleanly into one of the domains above. How can these mixed cases be handled? First, it does appear experimentally that the algorithms described above apply broadly [70, 68, 14]: often one can handle cases intermediate between two domains by approaches specialized for either. For instance, the algorithms of [73] and [71] (respectively, domain–3–style and domain–1–style approaches) have both worked on the Martin–Marietta rocket–field sequence [19].

Second, if a sequence spans the extremes of different domains, none of the algorithms suggested above may work on the entire sequence. One can then select parts of the sequence that do belong to single domains. (For example, the previous section describes how to select pairs of images from domain 3.) One can apply specialized algorithms to compute initial reconstructions from these parts, though different algorithms may be needed for parts in different domains. Afterwards, one can extend the partial results iteratively to give a full reconstruction from the whole sequence. (I mean to include here the strategy of reconstructing initially from a single part and then using an iterative algorithm to incorporate the remaining data.)

Though dividing up the data and using a mix of different algorithms may seem awkward, I suggest that it is sometimes unavoidable. I proposed previously that no single algorithm can cope with all sequences and that the best way to reconstruct robustly is by exploiting constraints. If no constraint applies to the whole sequence, one should simplify the problem initially by selecting parts that are constrained enough to deal with, and, if different parts obey different constraints, the algorithms for these parts should differ too.
The point is that getting any robust initial reconstruction can be difficult. SFM is a nonlinear estimation problem, and in general such problems are intractable. Essentially, one can solve a generic nonlinear estimation problem in just two situations: 1) when one can approximate it as linear, and 2) when the estimation is easy—for instance, the error function to be minimized is roughly a single well with one global minimum. One can get good reconstructions in domains 1 or 2 because SFM is approximately linear and in domain 3 because it is easy. This argument suggests that, for any given sequence, one should start by making whatever compromises are necessary—disregarding difficult data, approximating, etc.—to shape the problem into one of these two tractable situations.

The disadvantage of using just part of the available information is that this gives a less constrained and therefore less accurate reconstruction. But, initially one only needs an adequate reconstruction, not a perfect one—an iterative technique such as fusing or optimization can compute a good reconstruction from all the data as long as it starts from a reasonable first estimate. (Similarly, if an approximate algorithm gives a reasonable initial reconstruction, an iterative technique can use this to correct the approximation and produce a full reconstruction exploiting all the information without approximation.) It is important that the initial reconstruction be adequate—with a poor starting point an iterative-improvement technique can fail. Thus, the problem for a complex sequence is to find a constraint or approximation that is respected well enough by a large enough subset of the data that one of the available direct algorithms can use it to give a good reconstruction.

Since the appropriate methods for getting good initial reconstructions depend on the sequence, so too does the subsequent processing for extending these to a full reconstruction. In general, one needs a flexible decision rule for deciding which algorithms to use at each stage and how best to combine their results—for instance, in what order partial reconstructions should be fused [59][60].

To summarize: 1) I suggest that the key to dealing with a complex sequence is finding a way to generate an initial reconstruction that is good enough. To make initial headway, discarding data and introducing approximations may be necessary. 2) In some cases, a single original sequence will require a range of different algorithms and a flexible approach for combining their results.

### 3.1.4 An Example

A long egomotion sequence with large depth variations in the scene and camera translations ranging from small to very large is a common example spanning domains 1 and 3. Due to the large translations, applying a domain–1-style algorithm to the whole sequence is likely to fail. Also, the large translations typically cause occlusion, which makes a domain–1 approach more difficult. A domain–3 approach can also fail, for example due to the difficulty of establishing correspondence (or occlusion may cause the large–baseline image pairs to have too few points in common). Certainly, a domain–3 approach initially neglects most of the information in a long sequence.

A good approach might be to form groups of images with small relative translations and to apply a domain–1-style approach to each of these groups. Correspondence becomes much easier on such groups, and a multi–image group can produce a better initial reconstruction than one based on just two or three images. Alternatively, one could partition a sequence into a variety of groups, some with small translations and many images, and other consisting of few images with large baselines. In either case, one could fuse the initial reconstructions from different image groups for a full multi–image reconstruction.

In general, it can be a difficult problem to select good initial image groups. One possibility is to group images according to whether they can be approximately rotationally aligned (Section 3.1.2).

---

34 For instance, Tomasi’s algorithm neglects perspective effects, but an iterative procedure [14] starting from this algorithm’s reconstruction can include these effects. [68][67][66] describe a similar tactic for domain 1.
Also, in practice the images often have a known order corresponding to the camera’s motion, and one can divide images into groups according to this.

Since in practice algorithms seem to be robust over wide domains, even crude initial groups could suffice. Also, the fact that grouping might be difficult does not mean that algorithms should avoid dealing with this issue or that useful groupings are impossible to achieve. Grouping is difficult in general vision as well, but it is clearly important to do and humans clearly do it.

In some practical applications, the goal is to create a global map of an environment most of which is occluded from any single viewpoint. One approach is: 1) Compute good reconstructions from small sets of images; 2) Register, i.e., fuse, these reconstructions based on the (possibly small) number of 3D points that they share. Global optimization over the entire structure and motion would be impractical for this application, at least initially, since optimization needs a starting reconstruction of all points in a single coordinate system, and this can be obtained only by registering the partly disjoint initial reconstructions.

### 3.2 Bayesian Inference

Sections 3.1.3 suggested that it can be important to segment a sequence, or to choose an approximation for dealing with it, before reconstructing. The segmentation or approximation one should chose depends upon the unknown structure/motion, and, because of SFM’s nonlinearity, there are sometimes no simple image features from which one can draw firm conclusions about the structure and motion without fully reconstructing. For example, establishing the appropriateness of the orthographic approximation requires showing that some 3D points are closely clumped, which is infeasible in general without a reconstruction.

Thus it is necessary to guess the appropriate segmentation or approximation. To guess well one must take advantage of prior knowledge about the typical properties of motion sequences, i.e., use a Bayesian strategy. Most work on SFM implicitly incorporates some expectation for what the data will look like. For example, the Tomasi/Kanade algorithm [102] assumes that the 3D scene is compact compared to its distance to the camera. For a difficult task like segmentation, using these expectations is essential. Fortunately, given that we do know a lot about the constraints on real–world sequences, making reasonable guesses is often not difficult.

While it is important to use prior knowledge, this is not enough to solve the problem. For instance, what I call a ‘primitive’ Bayesian strategy, which simply defines the goal of the computation to incorporate the prior and then uses optimization to attempt this goal, is often inadequate (Section 2.1). Instead, I argue that a viable approach to Bayesian inference should consider the difficulties of computing the goal as well as the goal itself; it should take into account what algorithms are feasible and practicable. Perhaps one can hope for some kind of extended Bayesian approach that incorporates computational constraints as well the prior. However, if the computations are difficult, as they seem to be in SFM, it may not be possible to use the prior in a precise manner. The approach that I have proposed starts with a small list of effective algorithms, dictated by the computational requirements, and attempts to guess, based crudely on the prior, which of these will work best on which part of the sequence data. The flavor of this more resembles Ramachandran’s “bag of tricks” approach [75] than traditional statistical inference.

I believe that the vision problem in general also requires this kind of opportunistic and imprecise implementation of the Bayesian approach.
3.3 Summary

This section proposed several strategies for algorithms, with the goal of illustrating how one can exploit a phenomenological analysis of SFM to design them. I do not claim that these strategies will necessarily result in the best algorithms. (I suspect, for instance, that one should not spend much computational effort on grouping data into domains, given that algorithms seem to work well far beyond their proper domains; simple heuristics may be enough to give adequate segmentations.) But algorithms based on phenomenology are worth exploring.

I have emphasized SFM's messiness and suggested that dealing with this mess requires a messy algorithm. I also stressed that algorithms are domain–specific. Only experiments can determine how much of the mess algorithms need to deal with in practice, and how messy a good algorithm should be. On the other hand, most SFM papers don’t test their algorithms on a wide variety of sequences, and, since most also don’t identify the types of sequences that their algorithms should do best on, it is difficult to know how general their approaches are. Such experiments leave open the possibility that these algorithms will not work well on all sequences, and that only a messy combined system will be able to. (For instance, I have found recently that the Sturm/Triggs [96] approach does not work well when the camera moves along a line [114].) More recently, a few researchers [47][48][104] have begun to advocate using decision rules to combine different, domain–specific algorithms into systems of the sort that I propose here. Though researchers have mostly not needed to analyze the domain specificity of their algorithms until now, it may be important to do so in the future to obtain effective, generally applicable algorithms.

The discussion in this section suggests many experimental and phenomenological questions. For instance:

• Can one identify the domains that current algorithms work best in? How well do current approaches work outside their proper domains? Which are the best algorithms for a given domain? In practice, is there a single algorithm that works adequately on all sequences?

• What useful domains can one identify? (The domain of roughly planar 3D scenes is a natural example that I have not discussed here.) What other parameters besides the ones mentioned here can an algorithm expand in to get good approximate reconstructions?

• How much of the data in a sequence should an algorithm attempt to exploit initially? How does this depend on the conditions of the sequence?

• What are the cross–over points at which one should switch between algorithms intended for different domains [48][104]?

• How well can a direct, non–iterative algorithm exploit multi–image data in domain 3?

• Can one segment the data into different domains well enough so that an algorithm will succeed on the data segment it is applied to? What criteria should one use to set the break points between segments? How many segments should be used?

• Is SFM a messy problem? Is segmentation/grouping an important issue? Does obtaining a robust, general purpose SFM system require an ‘intermediate–level’ strategy similar to what appears to be needed for the general vision problem?

• What are the trade–offs between a simple, inflexible approach (e.g., based on a single algorithm) versus a sophisticated, more flexible system of the type suggested in Section 3.1.3 and [104]?
4 General Experimental Issues

This paper has discussed some of the potential problems with current algorithms and raised issues that may be important for the design and experimental evaluation of algorithms.

In this section, I present more general observations on experimental evaluation. First, in evaluating an algorithm's accuracy, one should test it against the MLE or other optimal estimate. An optimal estimate, by definition, represents the ideal of accuracy, and comparing an algorithm against it gives a measure of how closely the algorithm approaches the ideal. Without this comparison, one can fall into the trap of overrating an algorithm's performance due to testing it just on easy sequences, on which many algorithms would do well. Also, in evaluating multi-image algorithms, it is crucial to compare them to two-image and fusing approaches, to assess how well they are exploiting the multi-image data. Since two-image algorithms are already optimal, the main point of a multi-image algorithm should be its ability to handle sequences that two-image algorithms cannot deal with—or to do much better when two-image algorithms and their fusing extensions do work (e.g., in domain 3). A multi-image algorithm has little use unless it improves on standard few-image-based approaches. Recent results demonstrating the accuracy of two-image reconstructions [67] reinforce these arguments.

One should evaluate algorithms by their reconstruction accuracies, not by the size of their image reprojection errors. The first reason for this is that it is typically the reconstruction that one is interested in. Two different algorithms might give small differences in the reprojection errors but large differences in their reconstruction errors. Also, it is conceivable that one algorithm may do better than another at reconstruction but give larger reprojection errors. For instance, an approximate algorithm may ignore some component of the image error that is relatively unimportant for reconstruction, but take better account of the rest of the error than a competing algorithm which tries to account for the entire image error.

I have argued that any algorithm will work well only in a limited domain. It is important to experimentally test algorithms with an understanding of what domain they will succeed in, to avoid tests on inappropriately easy or hard cases, or inappropriate comparisons of algorithms suited for different domains.

To evaluate an algorithm's robustness and accuracy, one must test it on many sequences, but there are too few real image sequences (especially with ground truth) for adequate statistics. Thus, where possible, reconstruction algorithms should be tested on a large number of synthetic sequences. In fact, I argue that testing algorithms on synthetic sequences is often preferable and that real-image tests can be misleading.

The main problem with real-image experiments, apart from the crucial lack of statistics, is that their results depend strongly on whatever approach is used for dealing with correspondence. This is fine if one is testing a complete system that determines correspondence as well as reconstructs, e.g., a direct method, or that uses robust statistics to minimize the effects of outliers. But correspondence and reconstruction are often treated as separate problems. If the point of a paper is a new reconstruction algorithm which makes no contribution toward solving the correspondence problem, then the algorithm should be tested for what it is—for its competence at reconstruction. Testing it on real images will only confuse the issue, since the algorithm will appear to work well or badly depending on the correspondence method it is combined with. A given reconstruction algorithm can be extended in many ways to handle correspondence. It is a basic principle of science that one should conduct experiments under controlled conditions, eliminating all extraneous factors. For testing a reconstruction algorithm, one should eliminate the extraneous and poorly understood effects of correspondence algorithms.

---

35 This is preferable to the Cramer–Rao bound [49], which is a lower bound and difficult to compute except by using approximate local information. Evaluating an algorithm in comparison to this bound is probably adequate.
Also, for a strongly overconstrained problem like MISFM, algorithms will behave similarly for any reasonable noise distribution as long as the noise is small, and even with a few large noise values. Synthetic experiments with Gaussian noise will give a good picture of an algorithm’s intrinsic accuracy and robustness.

A potentially serious problem with synthetic sequences is that they may not capture the special structures or motions that are typical of the real world. However, we have an increasingly good understanding of the 3D structures (e.g., planes or conics) or motions (sideways or forward) that cause problems for algorithms, and one can create synthetic sequences to incorporate these conditions. One can run algorithms on synthetic sequences ranging near the problem conditions to determine their sphere of influence. It is always possible to use the motions and tracked points recovered from a few ‘typical’ real image sequences as the models for generating a range of synthetic sequences. Synthetic experiments make possible a much more thorough exploration of the problem domain.

Another claimed difficulty with synthetic images is that they do not reflect the complex miscalibrations of real cameras. But it is easy to add linear calibration error to synthetic images. The effects of nonlinear miscalibrations are complicated, and probably the only way to deal with them is to calibrate them away. They are a separate problem, which it makes sense to ignore in designing and evaluating reconstruction algorithms.

In principle, if there existed a large database of tracked correspondences extracted from real image sequences, then one could compare reconstruction algorithms on this database. But my view is that the choice of techniques for dealing with correspondence outliers will remain essentially the same no matter what algorithm is used to solve the basic problem of reconstruction. Thus, an approach that makes sense is to first develop good reconstruction algorithms, which should be tested on synthetic sequences with Gaussian noise, and then extend these to deal with outliers, where the extensions can be tested on data from real images. There is little reason to think that an algorithm will do worse on Gaussian noise and yet better at outliers, unless it already incorporates some explicit technique for handling the latter.

It is sometimes declared that SFM is a “solved” problem. In fact, there has been relatively little progress on reconstruction algorithms since the days when SFM was thought to be hard. SFM has been solved mostly in the sense that faster computers have made it possible to run algorithms exploiting more data—the problems have become easier, rather than the algorithms better. If one wants a true “solution” to SFM, i.e., an algorithm that reconstructs as well as possible even on hard problems, then one needs a detailed scientific understanding of how algorithms’ behaviors depend on the sequence parameters. This requires controlled synthetic experiments.

I stress again that these arguments do not apply to approaches that deal explicitly with the correspondence issue, such as direct algorithms.

5 Conclusion

General conclusions This paper espouses a scientific approach to designing and evaluating algorithms. I argued that it is important to develop a fundamental phenomenological understanding of how algorithms behave, one which can be neither purely mathematical nor experimental but must be a combination of both. I explained how a basic error–sensitivity analysis of SFM raises natural questions about the robustness of many current approaches, and advocated more careful testing of algorithms.

---

36 Large correspondence error will always remain difficult or impossible to model precisely since it depends on the large-scale image context. Probably the best one can do is the sort of crude outlier model embodied in robust statistics.

37 Some exceptions include: [91][106][96][32][102].

38 A rigorous experimental study of SFM reconstruction is appropriate because it has a precisely defined goal. For other vision problems that are less well defined or less mature, rigorous evaluation is often inappropriate.
in the light of these questions. If there is no obvious reason why an algorithm should be robust and accurate, then it often is not. When an algorithm has no clear theoretical justification, good science requires a careful experimental one. Anecdotal evidence in the form of a few real–image experiments is not sufficient.

I have sketched a variety of new algorithms in this paper. These are not necessarily intended to replace current approaches. Rather, they are meant to highlight by contrast some of the potential problems with standard approaches, to show that there are alternatives, and to illustrate how one can embody a phenomenological analysis of SFM in an algorithm.

It is increasingly clear that the error properties of SFM can be qualitatively understood. I believe that SFM algorithms should incorporate such an understanding and that they can be reliable only if they do. For example, I argued that algorithms are robust in limited domains. With an understanding of the physical conditions under which an algorithm is robust, one can check for any given sequence whether these conditions apply and determine whether the algorithm is likely to succeed, thereby achieving reliability.

It may turn out that current approaches, despite their flaws, are adequate for many applications. It is nevertheless an interesting scientific question to find the best possible algorithm.

Selected highlights I discussed some of the important points in this paper briefly, since they are easy to argue for, and some of the less important ones at length, since they are more subtle. To ensure that the reader does not overlook my main points, I list what I think are the paper's most valuable or most needed contributions.

- I suggested that the authors of invariant–based methods should do careful experimental studies of their methods' noise sensitivity. I argued that invariants methods tend to be very sensitive to noise.

- I pointed out that two–image reconstruction is an especially effective approach for point correspondences, and I suggested that researchers compare invariants methods to this approach. I argued that the invariants and two–image approaches are likely to work well under the same conditions, and that many invariants algorithms may give worse results than two–image reconstruction (or a fusing of such reconstructions). I proposed testing invariants algorithms on 'difficult' sequences where two–image algorithms have trouble, i.e., ones with a small number of tracked points, small motions, small field of view, and small depth range.

- I argued that researchers should attempt to understand the effects of the physical conditions of a sequence on the behavior and the robustness of their algorithms, since algorithms perform very differently under different conditions. As an important example, I argued that algorithms that reconstruct directly (or nearly directly) from many images are likely to fail in domain 3. As another, I reported my experimental finding that the Sturm–Triggs [96] approach tends to fail when the camera moves along a line in a roughly forward or backward direction [114]. I emphasized that understanding the conditions under which an algorithm does well or badly is important for conducting good experimental tests of it.

- I suggested that, since algorithms perform well over limited domains, one should try to exploit the conditions of these domains to design the best possible algorithms for them. I argued that one may get a better overall system by combining several such algorithms.

- I stressed that some multi–image algorithms use intermediate results calculated from a few images, and that it is important to check whether these algorithms are robust on sequences that few–
image methods cannot deal with. I argued that the main point of a multi–image approach should be its ability to do better than a few–image one.

- I noted the discovery of [64] that the projective approach has much more noise sensitivity than the Euclidean one (for linear motion and candidate epipoles outside the image).\footnote{This is part of the explanation for the problems of the Sturm–Triggs approach [96].} I argued that the Euclidean approach's susceptibility to miscalibration is a much less serious flaw, since one can estimate the reconstruction error caused by miscalibration and perhaps correct it given the true calibration. The large errors of the projective approach are wholly due to noise and cannot be corrected.

- I noted that the projective approach is formally equivalent to the Euclidean one, if one makes the standard approximation of relaxing the orthogonality constraints on the rotation matrices.

- I noted that the line–based trilinear approach could be much better than the point–based one.

- My suggestions in Section 2.3.6 about how the bas–relief ambiguity interacts with the effects of calibration error are new and worth investigating.

- I emphasized new research issues in fusing, including the order in which fusing should be done, and how one should divide up the computation between direct reconstruction and fusing. I stressed that an experimental understanding of how the robustness of a reconstruction increases with the number of images used could be important for resolving these issues. I proposed that it is important to develop good phenomenological errors models for the motion dependence of the intermediate reconstructions.

More generally, I proposed that researchers should consider designing fusing approaches based on phenomenology.

- I pointed out that Euclidean optimization may be a better technique for self–calibration than starting with a projective optimization and upgrading the result to a Euclidean one.

- I proposed that solving SFM for general sequences may ultimately require an ‘intermediate–level’ approach that incorporates several low–level algorithms within it. (This is almost guaranteed if one wants an approach that deals with correspondence error and outliers.) I suggested that SFM might present a simplified version of the “chicken and egg” problem encountered in the general vision problem.

- I proposed the notion of reliability as an important desideratum for algorithms. I stressed the value of science and phenomenology in vision research.

6 Update

A few relevant results have appeared since I first wrote this paper, and I give a brief overview of them here.

- [67] found experimentally that optimal two–image reconstructions were nearly as accurate as the optimal reconstructions for fifteen images, apart from the effects of the bas–relief ambiguity.

- [63][64][67][111] showed that one can compute a near–optimal reconstruction for two images by
minimizing just over the five motion parameters, which gives a fast algorithm. These results add point to my argument that the authors of multi-image algorithms need to carefully compare their results to those of two-image algorithms.

- [72] found experimentally that, for sequences where the camera positions do not lie just on a line or plane, the projective approach is nearly as accurate as a Euclidean one that exploits the correct calibration. Thus, the projective approach may be quite useful in these situations. However, [64] shows that the projective approach tends to be much less accurate and robust than the Euclidean one when the true translation is sideways (when the epipole lies outside the image). This verifies my claim that the projective approach is less accurate than the Euclidean one.

[64] gives a concrete explanation for why the “projective” error surface has fewer local minima than the Euclidean one and describes the trade-offs between the two approaches (fewer local minima at the cost of lower accuracy).

- [13] confirmed experimentally the suggestion in [64] that the SFM error surface has many local minima for candidate epipoles within the image. This appears to be true for both the projective and Euclidean approaches. [91] described an algorithm that can quickly locate the global minimum of the error surface for such epipoles, at least under the hypothesis of infinitesimal motion. [64] showed that the error for infinitesimal motion often gives a good approximation to the least-squares error for large motion. These results suggest that applying the algorithm of [91] to the error for infinitesimal motion is an effective technique for recovering forward motion and show the practical value of a phenomenological analysis of the error surface.

- Sturm/Triggs [96][40][6] developed an effective projective approach for domain-1 sequences (small motions). I have found experimentally that this approach performs less well for larger motions. Also, I found recently that, though the approach works well when the camera moves in many directions, it tends to fail when the camera moves roughly forward or backward along a line [114]. This underlines my point that it is important to investigate what domains algorithms work well or fail in.

- [104][103] have developed approaches combining separate algorithms optimized for different domains. This illustrates the value of my proposed strategy of combining a variety of algorithms optimized for different domains into a system that will give good performance over a range of conditions.

- The work of [10] shows experimentally that typical calibration errors do not destroy the usefulness of Euclidean reconstructions. This bolsters my suggestions that it is important to study the effect of calibration errors on Euclidean reconstructions and that it is not necessary to resort to the projective approach to deal with calibration error.

- Several works have underscored my point in this paper that camera rotations, rather than translations, are most useful for determining the calibration [94][93][55].

- Fast fusing approaches that approximate the optimal batch reconstruction are being developed by [59]. [59] emphasizes the issue of the order in which fusing should be carried out, which I also stress here.
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